CONTINUOUS TIME REINFORCEMENT LEARNING: A RANDOM
MEASURE APPROACH

CHRISTIAN BENDER! AND NGUYEN TRAN THUAN®?

ABSTRACT. We present a random measure approach for modeling exploration, i.e., the execu-
tion of measure-valued controls, in continuous-time reinforcement learning (RL) with controlled
diffusion and jumps. First, we consider the case when sampling the randomized control in
continuous time takes place on a discrete-time grid and reformulate the resulting stochastic dif-
ferential equation (SDE) as an equation driven by suitable random measures. The construction
of these random measures makes use of the Brownian motion and the Poisson random measure
(which are the sources of noise in the original model dynamics) as well as the additional random
variables, which are sampled on the grid for the control execution. Then, we prove a limit
theorem for these random measures as the mesh-size of the sampling grid goes to zero, which
leads to the grid-sampling limit SDE that is jointly driven by white noise random measures and
a Poisson random measure. We also argue that the solution to the grid-sampling limit SDE
can substitute the solution to the exploratory SDE and the sample state process of the recent
continuous-time RL literature, i.e., it can be applied for the theoretical analysis of exploratory
control problems and for the derivation of learning algorithms.
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1. INTRODUCTION

Recent years have seen tremendous progress in the development of reinforcement learning (RL)
for systems in continuous time and space, which are formulated in the language of stochastic
differential equations (SDEs). The articles [30, 31] constitute an important starting point for
the modeling of exploration of the state space in such a framework. Roughly speaking, the
exploration mechanism consists of first choosing a relaxed control (which is a policy with values
in the set of probability distributions) and then executing the policy by drawing a sample from
the chosen distribution. Based on a heuristic argument using law of large numbers, Wang et al.
[30] identify the drift and diffusion coefficient, when averaging over many independent executions
of the relaxed control, leading to the ezploratory SDE in a diffusion setting. Regularizing the
cost function by adding a running reward for exploration (e.g., in terms of Shannon entropy as
in [30, 31]), they come up with a formulation of ezploratory control problems.

The exploratory control approach of [30] has been generalized in many directions, including
a mean-field setting [7, 11], regime-switching models [32], and models with jumps [1, 9]. A
significant part of the literature focuses on exploratory versions of linear-quadratic problems
(which are no longer linear-quadratic due to the presence of the regularization term) and on
applications to mean-variance portfolio selection, see, e.g., [1, 5, 11, 30, 31, 32]. Moreover,
alternatives to the Shannon entropy regularization term have been suggested, see [6, 11, 12, 23].
More information about the recent progress in continuous-time RL can be found in the survey
article by Zhou [36].
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While the exploratory SDE is tailor-made to adapt the classical dynamic programming ap-
proach and to tackle exploratory control by means of a suitable variant of the Hamilton—Jacobi—
Bellman (HJB) equation (see [29] for a detailed study of the exploratory HJB equation), it cannot
be interpreted as the response of the system to a randomized control (i.e, a sample drawn from
a given relaxed control). This is due to the averaging effect in its derivation. Hence, trajectories
of the exploratory SDE cannot be regarded as observable and, thus, learning algorithms cannot
be formulated in terms of (time-discretized) trajectories of the exploratory SDE, see also the
discussion in [16, p.9].

As a way out, Jia and Zhou [16, 17] introduce the sample state process as the solution to an
SDE, which we call the sample SDE in this article, to model the dynamics of the system along a
randomized control in continuous time. Based on this SDE and a martingale criterion for opti-
mality in continuous time, they provide continuous-time versions of several learning algorithms
(including temporal-difference learning and @-learning), see also [27] for an overview on learning
algorithms in the classical framework of Markov decision processes. In their construction of the
sample SDE, an uncountable family (Z;);c[o,7] of independent uniform random variables on the
unit cube is employed for the randomization procedure. To avoid some measurability issues in
the construction (see, e.g., [25, Proposition 2.1 and Corollary 4.3]), they exploit the theory of
rich Fubini extensions [25, 26] in the formulation of the sample SDE. However, we will argue
in Section 3 under a simplified setting of drift control with additive noise that the sampling
formulation based on the framework of rich Fubini extensions also has no proper interpretation
as response of the original SDE system to a randomized control. The key issue here is that the
sampling via an uncountable family of (essentially) pairwise independent random variables leads
to an averaging effect by Sun’s exact law of large numbers in [25].

In order to circumvent the measurability problems and to avoid the averaging effect, we
exploit an idea in [28]. Namely, we sample the independent uniform random variables on a finite
time-grid only and extend the randomization scheme piecewise constantly to a left-continuous
process (which, consequently, becomes predictable). This approach leads to a well-defined SDE,
which we call grid-sampling SDE. It has a sound interpretation as response of the system to the
grid-randomization of a relaxed control. Technically, this is an SDE with random coeflicients.

We are mainly interested in the limit dynamics of this grid-sampling SDE, as the mesh-size of
the grid tends to zero. To this end, we reformulate it as an SDE with deterministic coeflicients
driven by appropriate random measures which depend on the grid-sampling randomization pro-
cess. In this way, the additional randomness for policy execution is moved from the integrand to
the integrator. Our main result (Theorem 5.1 below) implies vague convergence of these grid-
dependent random measures, as the grid-size converges to zero. Replacing the grid-dependent
random measures by their limit measures, we arrive at the grid-sampling limit SDE, which we
consider as a natural SDE formulation for RL with state space exploration in continuous time.

Note that we work in a framework with controlled diffusion and controlled jumps in which the
SDE under a classical control is driven by a multidimensional Brownian motion and a Poisson
random measure. In the “control randomization limit”, i.e. in our formulation of the grid-
sampling limit SDE, the Brownian motion is replaced by a family of independent white noise
martingale measures (in the sense of [33, 19]) and the limit Poisson random measures is defined
on an extended measurable space to account for the randomization.

Our weak convergence approach extends the derivation of the exploratory dynamics for mean-
variance portfolio selection with jumps in [1]. Due to the linear dependence of the diffusion
coefficient on the control, the white noise martingale measures do not show up there but are
replaced by a high-dimensional Brownian motion (which features additional components to
model the control randomization) in the context of [1], see also Example 6.3. However, the limit
Poisson random measure is essentially the same as in [1] in our more general situation.

We also mention that recently the framework of Zhou and coauthors [16, 17, 30] has been
extended to the jump-diffusion case by Gao et al. [9]. They derive in [9] the infinitesimal gener-
ator of the averaged (over independent policy executions) dynamics heuristically by extending
the law of large numbers argument from [30] in order to define an exploratory SDE with jumps.
While the jump part features the same structure as in our grid-sampling limit SDE and as in
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[1], the diffusion part of their exploratory SDE with jumps is driven by a Brownian motion,
which can be lower-dimensional than the Brownian motion that drives the original SDE without
control randomization.

We finally remark that the grid-sampling limit SDE resembles the classical formulation of
relaxed control, see, e.g., [22] for the case of diffusion control or Chapter 13 in [21]. We emphasize,
however, that relaxed controls have been introduced as a technical tool for compactification of
the control space in the framework of classical control, while the importance of the grid-sampling
limit SDE is in its interpretation as limit to the response of the system to randomized controls.

The article is structured as follows: Section 2 presents a classical setting for controlled SDEs
with jumps and randomized policies. In Section 3, we discuss the approach using the idealized
sampling for randomization in a rich Fubini extension framework. In Section 4, we introduce
the grid-sampling SDE and construct in Proposition 4.3 some random measures related to grid
sampling and reformulate the grid-sampling SDE as an SDE driven by these random measures.
The main limit theorem is stated in Subsection 5.1, leading to the definition of the grid-sampling
limit SDE, which is shown in Subsection 5.2 to be well-posed under standard Lipschitz conditions.

In Subsection 6.1, we show how to simplify the grid-sampling limit SDE in the case of coeffi-
cients that depend linearly on the control, while, in Subsection 6.2, we compare the exploratory
SDE of [30] and the grid-sampling limit SDE. It turns out that the solutions to both SDEs share
the same probability law, although one is derived by averaging out the policy randomization
a-priori, while the other one is obtained in a limit, when one adds more and more randomiza-
tion noise. A main difference is that our limit theorem combined with stability results for SDEs
driven by martingale measures (e.g., Chapter 13 in [21]) suggests a joint convergence of SDE and
integrator for the grid-sampling limit SDE, while such a result cannot hold for the exploratory
SDE.

This difference plays a key role in Subsection 6.3, where we re-derive the temporal difference
TD(0)-algorithm of [15, 16] for policy evaluation in continuous time based on the grid-sampling
limit SDE. In doing so, we avoid reference to any kind of idealized sampling that requires
independent, identically distributed families of random variables indexed by continuous time for
control randomization.

The proof of the main result, Theorem 5.1, will be given in Section 7 and relies on a limit
theorem for triangular arrays by Jacod and Shiryaev [14]. The key step of the proof is contained
in Proposition 7.4, which implies convergence of the (modified) semimartingale characteristics
of the grid-sampling random measures (integrated against a sufficiently large class of test inte-
grands) to the semimartingale characteristics of the limit random measures.

Proofs of the well-posedness of grid-sampling SDEs and of grid-sampling limit SDEs are given
in Section 8.

2. PRELIMINARIES

2.1. Notations. Let N:= {1,2,...} and R’ := R™\{0}. For a,b € R, denote aVb := max{a, b}
and a Ab:= min{a, b} as usual. We let fab = f(a,b] and [, = 3,y := 0 by convention. Notation
log stands for the natural logarithm.

In this article, all vectors are interpreted as column matrices. For a vector z we use z(9 to
denote its i-th component. For a matrix A, the entry in the i-th row and j-th column is A7),
Notation AT stands for the transpose of A. The collection of real matrices of size m x p is
denoted by R™*P which is equipped with the Euclidean/Frobenius norm ||Al|p := \/trace[AT A].
For m € N, we denote by I, the identity matrix of the size m x m.

Let | - | be the Euclidean norm in R™. The open ball in R™ centered at 0 with radius r > 0
is Bp(r) :={x € R™ : |z| < r}. In R™ we always use the Borel o-field B(R™) induced by the
Euclidean norm. For A € B(R), A4 means the 1-dimensional Lebesgue measure restricted on A.

Let U € B(R?). Denote by B, (U;R™) the family of all Borel measurable functions f: U — R™
satisfying || f|| g, (;rm) := sup,ep | f(u)| < 0o, For m = 1, we simply write By(U) := By(U; R).

Notations 0 f, 8,%’ ./ stand for usual partial derivatives of f with respect to scalar components.
Let Vf and V2f denote the gradient and the Hessian of f respectively. The family C’g (R™)
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consists of all twice continuously differentiable and bounded functions f: R™ — R with bounded
gradient and Hessian. CZ(R™) contains all f € CZ(R™) with compact support. We let f €
C12([0,T] x R™) if f is (resp. twice) continuously differentiable with respect to t € [0, T (resp.
to y € R™) and its partial derivatives are jointly continuous.

Stochastic basis. Let T € (0,00). Assume that (2, F,F,P) satisfies the usual conditions, which
means that (2, F,P) is a complete probability space, the filtration F = (F),c(o,r is right-
continuous and Fy contains all P-null sets. This allows us to assume that every F-adapted local
martingale has cadldg (right-continuous with finite left limits) paths. For a random variable &,
the expectation and conditional expectation given a sub-c-algebra G C F, if it exists under P,
is respectively denoted by E[¢] and E[¢|G]. We also use the notation LP(P) := LP(Q2, F,P).

We write Pr for the predictable o-field on Q2 x [0, T'] with respect to the filtration F and say that
an R%valued stochastic process X = (Xt)tejo,r is F-predictable, if the map X: Q x [0,T] — R¢
is Pg/B(RY)-measurable.

For a cadlag process X = (Xy)ejo.1); set AXy := Xy — X3 for t € [0,T], where Xo— := X
and X;— := limys ¢ X for ¢ € (0,7T]. For processes X = (Xi)icpr], ¥ = (Yo)ielo,r), We write
X =Y to indicate that X; =Y; for all ¢t € [0,7] a.s., and the same meaning applied when the
relation “=" is replaced by some other relations such as “<”, “>” etc.

We refer to [14] for unexplained notions such as semimartingales, (optional) quadratic covari-
ation [X, Y] and predictable quadratic covariation (X,Y’) of semimartingales X, Y.

2.2. Controlled SDEs with jumps. We think of the model dynamics as a system with input
coefficients (a, b,y below) that depend on a control (policy) h in feedback form. The output of
the system is influenced by the random noise generated by a multivariate Brownian motion B and
an independent Poisson random measure N. Here, we assume that (B, N) is defined on a filtered
probability space (2, F,F,P), which satisfies the usual conditions, and note that the filtration F
may be larger than the one generated by (B, N). Thus, for a classical (non-randomized) policy
h, we end up with the dynamics, for ¢ € [0, T,

dX{ = b(t, X[, h(t, X[2))dt + a(t, X[, h(t, X[ ))d B,

[ X b XE )N + [ a6 XE b XE)N (), (22)
0<|z|<t |z|>t

with initial condition X/ = zg € R™. The coefficients b: [0, T] xR™ x R? — R™, a: [0, T] x R™ x
R? — R™*P and v: [0,7] x R™ x R} x RY — R™ and the feedback policy h: [0,T] x R™ — R?
are measurable and assumed to be sufficiently regular to guarantee existence of a unique strong
solution. Moreover, B = (B¢)¢c[o,1] is a standard p-dimensional Brownian motion, N(d¢,dz) is a
(possibly inhomogeneous) Poisson random measure independent of B with intensity v(d¢,dz) =
vi(dz)dt where (v4(d2))sepo,r) is a transition kernel consisting of Lévy measures on Rf (i.e., v is
a Borel measure with ng(|Z|2 A1) (dz) < oo for all ¢t € [0,T7).

The following Assumption 2.1 is imposed throughout this article:

Assumption 2.1. One has for some fixed v € [0, 0] that

T
/0 /Rq(|2:’2ﬂ{0<|z|§t} + ﬂ{|z‘>t})yt(dz)dt < 00. (2.2)
0

The parameter v is regarded as the threshold to distinguish between small jumps and large
jumps — and, as usual, the small jumps are integrated with respect to the compensated random
measure N (dt,dz) := N(d¢,dz) — v(dz)dt.

Remark 2.2. (1) One typically takes v = 1 which corresponds to the canonical truncation
function 21<.|<1}. However, since the random measures introduced below are handled
differently between the “compensated jump part” and the “finite activity jump part”,
we include here the case v = 0, which means that the jump part fo ng zN(dt,dz) of the

driving (inhomogeneous) Lévy process is of finite activity, and the case v = oo which
means that the jump part [ [pe 2N(dt,dz) is a square integrable martingale.
0
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(2) Note that (2.2) holds for some v € (0,00) if and only if (2.2) holds for all ¢ € (0, c0).

2.3. Randomized policies. A relazed (or, measure-valued) control in feedback form is a map-
ping h: [0,T] x R™ — Pr(B(R?)), where Pr(B(R?)) denotes the space of probability measures
on the Borel field B (Rd). For the execution of a relaxed control, we consider an F-predictable sto-
chastic process £ = (&t)¢e[o,7] independent of (B, V), whose marginal distribution &; is a uniform
distribution on [0, 1]¢ for every t € [0,T]. Such a ¢ is called a randomization process. We think
of a Borel measurable function h: [0, 7] x R™ x [0,1]¢ — R? as a randomized control in feedback
form. The actual randomization is performed by plugging a randomization process in the last
variable of h. Adapting the terminology in [28] to our setting, we say that a randomized control
h ezecutes a relaxed control h, if the random variable h(t, z, &) has the distribution h(t,z) for
every t € [0,T] and € R™ (for some, and then for any, randomization process £). For a given
randomization process &, the random field (h(t, z, &;))se(o,1), zerm 18 called a §-randomized policy
in feedback form.

The crucial property of the randomization process £ is its predictability which necessarily
implies the predictability of the random field (h(t,,&))ic(0,7],zerm- Hence, for a randomized
control h and a randomization process £, it makes sense to consider the random coefficient SDE

AXF® = b(t, XEP h(t, X5 &) dt + at, XEP h(t, X, &,))dB,

+/ (8, XEP 2 h(t, XED €))N(dt, d2)
0<|z|<t

+/ Yt XED 2 h(t, XEP, )N (dt, d2), (2.3)
|z|>t

which describes the dynamics of the system along the {-randomized policy (h(t, 7, &t))iec(0,7], cerm -

Remark 2.3. (1) We have only fixed the marginal distribution of the randomization process
&, but not the joint distribution. In particular, & and & are, for the moment, not
supposed to be independent for s # t. Two approaches for £ will be discussed in Section 3
(idealized sampling) and Section 4 (grid-sampling) below.

(2) It is well known that for every distribution P on B(RY), there is a measurable function H
such that H(n) is P-distributed for any uniform random variable n on [0, 1]¢. This is one
motivation to assume that the marginals of ¢ are uniformly distributed. Note, however,
that for any vector (m1,...,7n4) of independent standard Gaussian random variables,
the vector (®(n1),...,®(nq)) is uniformly distributed on [0,1]¢. Here, ® denotes the
cumulative distribution function of a standard Gaussian. Hence, changing the marginal
distribution of (&);c(0,7), €-8., to a multivariate Gaussian as in [1] does not make any
essential difference in the constructions to come.

3. IDEALIZED SAMPLING AND RICH FUBINI EXTENSIONS

Ideally, the randomization procedure would be performed at each time point ¢ independently
of the other time points, leading to the requirement that the family § = (&;)ic[o,7] consists of
independent random variables. Although there is no problem to construct the triplet (B, N, ) on
an appropriate product space, it is known that a family of non-constant independent identically
distributed random variables ({:);cjo,77 cannot be realized in a jointly measurable way with
respect to the standard product o-field. Namely, the map &: Q x [0,7] — [0,1]¢ cannot be
F @ B([0,T])/B([0, 1]%)-measurable, see, e.g., [25, Proposition 2.1] and the detailed discussion
on the relevance of the results in [25] for policy execution in [28]. In particular, with this type of
idealized sampling, we can never obtain the crucial predictability property of £, and, hence, it
is not clear how to make any good sense of the SDE (2.3) (in the classical way) for a sufficiently
large class of &-randomized policies.

To overcome this measurability issue, several authors, e.g., [17, 8], have pointed to the frame-
work of rich Fubini extensions introduced in [25] for defining the sample state process as the
solution of a suitable reformulation of (2.3). However, we will show in this section that, even
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with the rich Fubini extension framework, the sample state process does not model the execution
of relaxed controls.

Our discussion below elaborates the one in [8]. For simplicity, we consider the one-dimensional
case and let 7' = 1 but still write [0, 7] and fOT instead of [0, 1] and fol, respectively, to distinguish
the time- and space-variables. As stochastic integration under the rich Fubini extension setting
is beyond the scope of the classical 1t6 calculus, we only consider the case of drift control with
additive noise given in terms of a one-dimensional Brownian motion B. We now discuss how to
make sense of an SDE of the form

t
Yt:yg—k/ b(s,Ys, h(s,Ys,&))ds + 0B, te€l0,T], (3.1)
0

where, ideally, £ = (ft)te[o,T} is a family of independent random variables, which are uniformly
distributed on [0,1]. Moreover, ¢ is assumed to be independent of the Brownian motion B. In
(3.1), the functions b: [0,7] x R x R — R and h: [0,7] x R x [0,1] — R are measurable with
respect to the standard Borel o-fields, and o > 0, yg € R are constants.

According to [26, Theorem 1], there exist an extension ([0, 77, A, p) of the Lebesgue probability
space ([0, T, B([0,TT), Aj,77) and some probability space (§21, F1,P1) such that the product space
([0,T] x Q1,A ® Fi,p ® P1) has a rich Fubini extension ([0,7] x 1, A K Fy,p K Py), i.e., the
following properties hold:

(1) There exists a A X F;/B(R)-measurable process £: [0,7] x €; — R such that, for p-a.e.
t € 0,77, & is uniformly distributed on [0, 1] and independent of &, for p-a.e. s € [0,T].

(2) For any p X P1-integrable function F, iterated integration is meaningful and

/ F(t,w1)(p B Py )(dt, du)
[O,T} X

:/91 (/OTF(t,wl)p(dt))IP’l(dwl) :/OT </91 F(t,wl)lP’l(dwl))p(dt),

see [26, Definition 3] or [25, Definition 2.2] for the complete statement of (2).

Moreover, we let (Q9, F2,P2) be a probability space, which carries a one-dimensional Brownian
motion B with respect to its own filtration. We consider the usual product space (Q, F,P) :=
(Q1 x Qo, F1 ® F2,P; ® P9) and extend £ and B to mappings on [0,7] x Q1 x Qg by setting
&(wr,w2) = & (wr) and By(wi,wz) = By(ws), respectively. Then, there exists a p-null set N, € A
such that for every t € [0, T|\N,, & is a random variable (i.e., 7 /B(R)-measurable) and, by the
product construction, the families (&):ejo,rp\n, and (Bt)iejo,r) are independent. We note that
& “almost” satisfies the properties required for the ideal sampling procedure mentioned above.
However, £ is not B([0,7]) ® F/B(R)-measurable and, hence, not predictable in the usual sense.
Instead, £ only satisfies the weaker measurability property with respect to the larger o-field
(A X F1) ® Fo. While this £ does not qualify as a randomization process in the sense of our
definition, SDE (3.1) can be given a rigorous meaning in the framework of rich Fubini extensions,
replacing the Lebesgue measure by its extension p:

t
Y; = yo +/O b(s,Ys, h(s,Ys,&))p(ds) + 0B, te€0,T]. (3.2)

We first motivate the notion of a solution to this SDE. Since p({s}) = XAjor)({s}) = 0 for
every s € [0,T], integrals with respect to p are continuous as functions in the upper integration
limit. Hence, a solution Y to (3.2) should have continuous paths and, then, ¢ — Yi(w) is
B([0,T])/B(R)-measurable for every w € ). Moreover, the function ¢ — & (w) is A/B(R)-
measurable for P-almost every w € () by the definition of the Fubini extension and, thus, s
b(s,Ys(w),h(s,Ys(w),&s(w))) is A/B(R)-measurable for P-almost every w € Q. Consequently,
the integral in (3.2) “makes sense” pathwise.

Definition 3.1. We say, a map Y: [0,7] x 2 — R is a solution to (3.2), if
(i) Y has continuous paths;
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(ii) There is a P-null set Ay such that for every w € Q\Np, the map
[0,T] 3 s = b(s, Ys(w), h(s, Ys(w), & (W)
is p-integrable and equation (3.2) is satisfied for every (¢,w) € [0,T] x (Q\No).

Recalling that the function t — &(w) is A/B(R)-measurable for P-almost every w € €2, we
can introduce the measures
plw; dt, du) = b¢, () (du)p(dt)
on A ® B(R) for P-almost every w € Q. If Y is a solution to (3.2), then, by the (classical) Fubini
theorem, Y satisfies

Y, = 0 +/ b(s, Y, h(s, Yy, u))p(ds, du) + oBr, t € [0,T] (3.3)
(0,¢]x[0,1]

outside a P-null set.
The next theorem shows that the restriction of the measures p(w,-) to B([0,7]) ® B(R) is
nothing but the Lebesgue measure on [0,7] x [0, 1].

Theorem 3.2. There is a P-null set N such that for every w € Q\N and A € B([0,T]) ® B(R),

plw; A) = (Ajo,1) @ Apo,1)(4),
where in slight abuse of notation we write Ao 1)(B) = Ar(B N[0,1]) for B € B(R).

Proof. Let A = B x C € B([0,T]) ® B(R). If Ag7(B) > 0, then, by Sun’s exact law of large
numbers [25, Theorem 2.6], for P-almost every w € ,

plw; A) = /B Lig, (w)ecyp(dt) = /BE[R{gtec}]P(df) = Ajo,1(C)p(B) = (Ap,1] @ A1) (A).

If Ajo,71(B) = 0, then obviously both sides of the previous equation are zero. Thus, we find
a P-null set N such that for every w € Q\N, the measures p(w;-) and Aj ) ® Ap 1 coincide
on all Cartesian products of subintervals with rational endpoints. Now, Dynkin’s m-A theorem
completes the proof. O

Since (s,u) — b(s, Ys(w), h(s, Ys(w),u)) is B(]0,T]) ® B(R)-measurable for any w € €, Theo-
rem 3.2 and (3.3) imply that every solution Y to (3.2) solves

t 1
Y; = yo +/ / b(s, Yy, h(s, Yy, u))duds + 0By, t€[0,T] (3.4)
0 JO

outside a P-null set. Note that (3.4) coincides with the exploratory SDE introduced in [30].
This argument shows that the sample SDE (3.2) (with the family £ defined via the rich Fubini
extension framework) and the exploratory SDE (3.4) are equivalent in the pathwise sense (and
not just in law) for drift control with additive noise. In particular, if the SDE (3.2) is solvable
then we can choose a version of the solution which does not depend on £. Therefore, a solution
Y of (3.2) has no proper meaning as response to a sample drawn from a measure-valued control.

This point may become even more transparent, if we consider the special case b(t,y, z) = z,
h(t,y,u) = &~ (u) (where ® is the cumulative distribution function of a standard Gaussian), i.e.,
the measure-valued control is (independent of time and state) a standard Gaussian distribution.
Then, (3.2) takes the form

t
Yi = o +/0 o1 (&) p(ds) + o By.

Hence, applying Sun’s law of large numbers again and noting that E[®~1(&)] = 0 for p-a.e.
s € [0,T], we obtain
Yy = Yo + o By,
and any dependence on the “randomization” process £ has disappeared.
The bottom line is that the integral in (3.2) is just a technically and notationally different
way to re-write integration with respect the Lebesgue measure on [0,7] x [0,1] and does not
model the execution of controls with values in the set of probability measures.
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4. THE GRID-SAMPLING SDE

The problems discussed in Section 3 illustrate that the randomization procedure based on
(essentially pairwise) independent families & = (&t)c[o,7] of uniformly distributed random vari-
ables may not be suitable in continuous time. Motivated by [28], we replace £ by a piecewise
constant interpolation of finitely many independent uniform random variables on a finite grid
of [0,T7.

Let II be a partition of [0, 7] with grid points 0 =ty < t; < --- <t, =T, n € N. We denote
the mesh-size of II by |II] := maxj<;<p |t; — t;—1| and suppose that the underlying probability
space carries an independent family (£1,...,&,) of uniforms on [0,1]? independent of (B, N).
For the randomization on the grid II, we define the grid-sampling process ¢ = (&1 )te[O 1) by

= ijl(tjfl,tj}(t)) t € [O)T]
j=1

We emphasize that the authors in [28] and [10] have already applied this type of grid-sampling
as a substitution for the infeasible idealized sampling when executing Gaussian relaxed policies
in the context of linear-quadratic control.

Denote by FII = (F/! )te[o 7] the right-continuous, augmented version of the filtration generated

by (B, N, &), Then, ¢ is left-continuous and adapted and, thus, is F!-predictable. Note that
fg =& is fg_l—measurable, but independent of }"(I}Fl)f. Moreover, B and N(dt,dz) are still a

Brownian motion and a Poisson random measure with intensity v;(dz)dt with respect to F'.
By the F!l-predictability of the grid- sampling process £ we may consider the SDE (2.3) with
¢ = ¢ which is given for t € (t;_1,%],i=1,...,n by

t t
X0 =X / b(s, Xo" h(s, Xio%, 1)) ds + / a(s, X\" h(s, XIPP €l1)dB,

ti—1

/ / (s, X2"™ 2, (s, X206 N (ds, dz)

tl 1, t 0<|z |<t

+ / / (s, X2P™ 2, (s, X0 €l N (ds, d2). (4.1)
i—1, | |>t

We call (4.1) the grid-sampling SDE for policy h along the randomization process £,

Remark 4.1. Suppose that the randomized control h is continuous and executes a relaxed
control h and that the sampling grid II is “sufficiently fine”. Then, we may consider

B(tio1, X, 7,60 = Jim his, X% 6)

as a “good” approximation to h(s, XHh,ft ) for s € (t;—1,t;]. Note that XHh = X(rtlil ) s,

Thus, Xtill is }"(t - -measurable and, consequently, independent of fti' Therefore, we can
interpret the approximation h(¢;—1, X H’};,g{[) in the following way: The actor first chooses the
distribution h(t;—1, X, I, h) and, then, the independent uniform random variable ¢! is generated
to sample from this dlstrlbutlon

For the coefficients b, a, y in Subsection 2.2 and a randomized control h: [0, 7] x R™ x [0, 1]¢
R, we define the Borel functions by, : [0, 7] x R™ x [0, 1] — R™, ay,: [0, T] xR™ x [0, 1]¢ — R™*P
and y: [0,7] x R™ x RY x [0,1] — R™ via

bn(s,z,u) :=b(s,z,h(s,z,u)), an(s,z,u):=a(s,z, h(s,z,u)),
(s, x, z,u) := (s, x, z, h(s,z,u)).

Assumption 4.2. The coefficients by, apn, vn satisfy the following integrability condition: The
function

Gols) = | [\bh<s,o,u>|2+ Jon(s 0B+ [ (0,2 0) i (d2) | du
[0,1]¢ 0<|z|<t
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takes finite values for all s € [0, 7] and Gy € L*([0, T, A,77). Moreover, by, an, 7 are Lipschitz
continuous with respect to the space variable = in the following sense: There exists a constant
Kiip > 0 independent of s and w (but may depend on t) such that the following condition holds
for any s € [0, 7], u € [0,1]%, and z1, 29 € R™:

’bh(sa Ty, U) - bh(S,l’Q,U)’Q + Hah(S,fL'l,U) - ah(s,wg,u)H%
+/ IVu(s, 21, 2, 1) — (s, T2, 2, )| ?vs(dz) < Kﬁip]xl — x9)2. (4.2)
0<|z|<t

Proposition 4.3. Under Assumption 4.2, the grid-sampling SDE (4.1) for policy h with initial
condition xo € R™ has a unique (up to an indistinguishability) strong solution XV®, for any
choice of the partition II. Moreover, the strong solution X'® also solves the SDE

p
xR / bi(s, X" u) M (ds, du) + / ! (s, X )M, (ds, du)
(0,]x[0,1]¢ — J(04x[0,1)¢
+/ ’yh(s,X?_’h,z,u)M}_I(ds,dz,du)
(0,] % {0<] | <t} x[0,1]d

+/ (s, XM 2 w) MY (ds, dz, du), te€[0,T), (4.3)
(0,8]x {]z[>c}x[0,1]

driven by the following random measures:

M (w,dt, du) Zn RI(: )5€n(w)(du)d

MU (w,t, A) : (/Zﬂzl,t] ILA@E)dBS))(w), AeB([0,1]%, te[0,T], I=1,...,p,

MY (w, dt, dz, du) Z > ani) 2090 AL ) €l (At dz, du),
=1 te( i— 1,t]

where Ly := fg f0<|z‘<t 2N (ds,dz) + fg f|z‘>r zN(ds,dz) and §, is the Dirac distribution on the
point y; here, Mg(l) are orthogonal martingale measures with intensity measure MB, and M}I

1 an integer-valued random measure with FH—predz’cmble compensator measure

p (w, dt, dz, du) ZI[ o 6§n( y(du)ry(dz)dt

and corresponding compensated measure M},] = M}T — ulf 7

For integration with respect to compensated integer-valued random measures and to orthog-
onal martingale measures, we refer to [14] and [19], respectively. The proof of Proposition 4.3
is presented in Subsection 8.1.

5. THE GRID-SAMPLING LIMIT SDE

5.1. Limit theorem and grid-sampling limit SDE. In this subsection, we establish a limit

theorem for the grid-sampling random measures (M5, M1 B - , MU B) M) defined in Propo-

sition 4.3, which drive the grid-sampling SDE (4.3), as the mesh—sme of IT goes to zero. This limit

theorem suggests a formulation for the grid-sampling limit SDE in which the grid-sampling ran-

dom measures in (4.3) are replaced by the limit random measures (Mp, M), ..., Mpw), My).
We define

MD(A) = )‘[O,T} )‘([%dl](A): Ae B([O7T]) ® B([O> 1]d)7

where Ay is the restriction of the 1-dimensional Lebesgue measure to a Borel set U € B(R).
Moreover, we let (Mpq), ..., Mg ) denote p independent martingale measures with continuous
paths and intensity measure Mp. Continuous martingale measures with deterministic intensities
are also called white noise martingale measures, and we refer to [19] for a construction of such
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martingale measures and more background information. Also, Lemma 6.1 below provides some
information on their relation to Brownian motion.
Finally, M denotes a Poisson random measure on [0, 7] x R¢ x [0, 1]¢ with intensity measure

wy(dt,dz, du) := vy(dz)dudt.

An explicit construction of M; can be found in [2]. As usual My := My — w1y stands for the
compensated Poisson random measure.

We assume that the original filtered probability space (€2, F,F,P) has been chosen sufficiently
large to carry (Mpw),..., Mpw) and M. Then, (Mgq),..., Mge) ) and M; are automatically
independent (see the argument in [2]). Denote by F the right-continuous, augmented version of
the filtration generated by (Mga),..., Mpw, My).

Theorem 5.1. Let (I1,,)nen be a sequence of finite partitions of [0, T] with lim,_, |[II,| = 0. For
anym € N, R € (0,00)U{t}, and for any bounded measurable functions fl(k): [0,T]x[0,1]¢ - R

(G=0,...pik=1...m), 0T xREx[0,1] >R @ =p+1Lp+2; k=1,...,m)
consider the sequence of R™-valued processes X™ = (X”’(l), ey X”’(m)) defined via

u k
Z/ fl( )(s,u)Mg(’y) (ds,du)

th’(k) = / fék)(s,u)Mgn (ds,du) +
(0,]x[0,1)¢ -1 (0,t]x[0,1]4

i i
i /(0 1% {0<|2| <R} x[0,1])4 Tyt (s, w2 M (ds, dz, du)

+/(0t] ) [Olldfé@g(&z,u)M?n(ds,dz,du), tel0,T], k=1,...,m.
;L X |z]> Ly % |0,

Then, (X™)nen converges weakly in the Skorokhod topology on the space Dp(R™) of R™-valued,
cadlag functions to X = (X(l), R X(m)), where

a k
3 / 5% (s, u) M (ds, du)

x® / £ (s, u)Mp (ds, du) +
(0,4]x[0,1] — Jo,qx[0,1)4

k ~
+ /(0 ] x{0<|2|<R}x[0,1]4 f1§+)1(37 z, U)‘Z|Mj(d8, dz, du)

+/(0t] PR flgi)g(S,Z,U)Mj(ds,dz,du), tel0, 7], k=1,...,m.
it Xz|> ey X |0,

The proof of Theorem 5.1 is provided in Section 7.

Remark 5.2. As a consequence of Theorem 5.1, (Mg", Mg(i)’ . ,Mg(’;),M}]T") vaguely con-
verges to (Mp, Mgy, ..., Mpw,My) in the following sense: For any m € N, and for any con-
tinuous functions with compact support fl(k): 0,7 x[0,1]* =R (1 =0,...,p; k=1,...,m),
fzgi)Q: 0, 7] x RE x [0, 119 - R (k = 1,...,m), the sequence of R™-valued processes X" =
(xmM am(M) defined via

P
X :/ £ (s, w) M (ds, du) + / FP (s, u) M (ds, du
t (0,¢]x[0,1]4 0 (s:u) b ( ) ; (0,]x[0,1]2 ! (5,u) B(l)( )

+/M o £y (s, 2, 0) MY (ds, dz,du), € [0,T], k=1,...,m,
xRy x 10,

weakly converges in the Skorokhod topology on D7(R™) to X = (XM ..., X(™) where
P

2 /(0 £]x[0,1)¢ 51 (s u) Mg (ds, du)
K >< I

Xt(k) = / fék)(s,u)MD(ds,du) +
(0,41x[0,1]4 —

+/(0t] o f}si)g(S,Z,u)MJ(ds,dz,du), te0,T], k=1,...,m.
;I XRg %0,



CONTINUOUS TIME REINFORCEMENT LEARNING: A RANDOM MEASURE APPROACH 11

Indeed, if the fl( s(l=p+1,p+2; k=1,...,m) in Theorem 5.1 have compact support, then

there is an ¢ > 0 (independent of k, [, ¢, u) such that fl(k =0,if 0 < |z| < e. Hence, we can apply
Theorem 5.1 with R = e. We also refer to [18] for background information on the general theory
of vague convergence of random measures and to [34, 35| for the case of martingale measures.

In view of Theorem 5.1, the random measure formulation (4.3) of the grid-sampling SDE
(4.1), and the definition of Mp, a natural limit formulation of the grid-sampling SDE for a given
randomized policy h: [0,T] x R™ x [0,1]¢ — R? is

Xxp —3:0+// b(s, X® h(s, X! u))duds
0,1]4

+Z/ ( )(S,X;l_,h(S,X?_,U))MB(l)(dS,du)
=1 (0,t]x[0,1]4

—|—/ v(s, XP 2 h(s, X2 w))M;(ds, dz, du)
(0,t]x{0<|z|<t}x[0,1]

—|—/ (s, XP 2, h(s, XP w))M;(ds,dz, du). (5.1)
(0,4 {|2|>t} x[0,1]

We call this SDE the grid-sampling limit SDE for policy h.

Remark 5.3. We emphasize that the random measures (Mp, Mga), ..., Mpw, M) appearing
in the limit are independent, whereas the pre-limit random measures (M5 Mg(l), . Mg(p) , M)

are jointly constructed in terms of the randomization process 1 and are, thus, dependent. In
particular, a solution X" of the grid-sampling limit SDE (5.1) cannot be interpreted as the
model dynamics evaluated along a (ft)te[[)’T]—randomized policy, i.e., it cannot be reformulated
in the form (2.3) for some randomization process £ in general. Nonetheless, we think that the
limit SDE (5.1) is practically relevant for justifying learning algorithms derived by the first-
optimize-then-discretize approach. This aspect will be briefly sketched in Subsection 6.3 below.

5.2. Well-posedness of grid-sampling limit SDE. We illustrate in Proposition 5.4 below the
existence and uniqueness of strong solutions to the SDE (5.1). Its proof is given in Subsection 8.2.

Proposition 5.4. Let v € [0,00]. Under Assumption J.2, the grid-sampling limit SDE (5.1) for
policy h with initial data xy € R™ has a unique (up to an indistinguishability) strong solution

Xb. Moreover, the law of X® solves the martingale problem for the operator Ly defined for
f e CZR™) by

5 (0) f L= 60 0> f
(Lnf)(s,x) /[01] [Zb (33) + 3 .’jz_l Ah] (s,z,u) Dm0, (x)
0
+/]Rg <f(x+7h(57x,2,u)) ;H{O<|z<t}7£l)(3 T,z u)aai( )> Vs(dz)] du,

with initial distribution 6, where Ay = aha;
Remark 5.5. Suppose that we are in the no-jump case, i.e, v = 0.

(1) Well-posedness of SDEs driven by white noise martingale measures is studied, e.g., in
19, Proposition IV-1], and in that case Proposition 5.4 can be seen as a variant of their
P
result.

(2) By combining Theorem 5.1 with the stability results for SDEs driven by continuous
orthogonal martingale measures in [21, p.354], we observe that under at most technical

assumptions the following limit theorem is valid: If hy,..., hg: [0, T]xR™x [0, 1]¢ — R?
are randomized policies, then one obtains the joint Weak convergence
(XM X b M My M) = (X X Mp, My, M),

This result serves as another justification for using the grid-sampling limit SDE (5.1).
We leave a detailed study of this aspect in the general case with jumps to future research.
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Remark 5.6. (1) The proof of Proposition 5.4 reveals that the conclusion in Proposition 5.4
still holds true when the Lipschitz condition (4.2) in Assumption 4.2 is weakened to:
There is a constant K > 0 independent of s (but may depend on t) such that for any
s €10,T], z1,72 € R™,

2
(/[ " |bn (s, z1,u) — bh(s,xg,u)|du> —i—/[ y llan(s, z1,u) — ah(s,xg,u)H%du
0,1 0,1

+ / Yn (s, 21, 2, 1) — (s, 22, 2,0)[* ve(dz)du < K?|zy — 2],
{0<]z|<t}x[0,1]¢

(2) If v = oo, then there exists a constant K > 0 not depending on z such that the strong
solution X to (5.1) satisfies (see Remark A.4)

E[ sup ]Xth|2] < Kz(l + ]:U0|2).
0<t<T

6. EXAMPLES AND DISCUSSION

6.1. Examples. We first discuss two examples in which the grid-sampling limit SDE (5.1) is
simplified. They rely on the following elementary lemma, whose proof is given in [2].

Lemma 6.1. Suppose thatn: Qx[0,T]x[0,1]¢ — R™ is an F-predictable random field satisfying
/ (ntntT)(u)du =In P®Xom-ae (w,t) € Q x[0,T].
(0,1]¢
Define

t
Bfwﬁ-—[;éud%mhoM%m@b¢ML Le[0,T] I=1,. . p k=1, .. m.

Then, B" = (B”’(k’l) l=1,...,p, k=1,...,m) is an mp-dimensional Brownian motion.

Example 6.2. Suppose that h is a classical, non-randomized control in feedback form, i.e., h
does not depend on u. By Lemma 6.1 (with 1 being the R-valued function which is constant 1),

. : T
Bl — </ MB(l)(ds,du), e ,/ MB(p)(dS,du)>
0 [071}d 0 [0,1]d

is a p-dimensional Brownian motion. Moreover,

N(dt,dz) = [ }dMJ(dt,dz,du)
0,1

is a Poisson random measure independent of B" with intensity v4(dz)d¢t. Then, SDE (5.1) can
be re-written as

t t
XP =0+ [ s, X2 (s, X2 ))ds + [ als, X (s, X2 ))dBE
0 0
+/ (s, X2, 2, h(s, X2 ))N1(ds, dz)
(0,8]x{0<||<t}

+1/ (s, XP 2 (s, X1 )N (ds, d2),
Ot1x{]z1>t)

i.e., we recover the dynamics (2.1), as it should be.

Example 6.3. We now assume the drift coefficient b and the diffusion coefficient a are affine-
linear in the control, i.e.,

d d

a(t,z,y) = ao(t,z) + Y_yPVa;(t,x), bt,z,y) =bo(t, ) + Y yWb;(t,z)
j=1 j=1
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for measurable functions a;: [0, 7] x R™ — R™*P and b;: [0,7] x R™ — R™. The randomized
control is given in terms of the measurable function h: [0, 7] x R™ x [0,1]? — R%. We assume
that the coefficients are sufficiently regular to guarantee that a solution X® to (5.1) exists.
Supposing that h is square integrable with respect to the uniform distribution in the u-variable,
we then consider the mean vector and covariance matrix

it ) = /[0 I /[0 ) 1 )0t 0) = 0,2 Tl

as a function of (¢,x). Assuming that Oy (¢, x) is positive definite for every (¢,z) € [0,T] x R™,
we write U (¢, z) for the positive definite matrix root of ©y (¢, ) and define

mn: [0,T] x R™ x [0,1]% = RY, (t, 2, u) — Oy (t, 2) "L (h(t, 2, u) — pn(t, ).
Note that for every (¢,z) € [0, 7] x R™,

/[0 » Mh(t, x,u)du = 0, /[Ol]d(nhng)(t, z,u)du = I .

Thus, the R !-valued random field

m(u) = O, X2 ), .o, X ), )T

satisfies the assumptions of Lemma 6.1 and we denote the corresponding Brownian motion by
B" = (B"#D),_; 411 1-1._p- Then, the white noise measures can be replaced by the (d + 1)p-
dimensional Brownian motlon B" and (5.1) becomes

d

t .
Xth = X0 +/ <bO(SvX?—) + ij(SaX?—)Mg)(&X?—))dS
0

j=1

d
+Z/ < (l) (s Xﬁ‘_)+Zaﬁ"l)(s,Xf_)ﬂg)(s7X?_)>dB§’(d+1”)
j=1

+ZZ/ <Za( D(s, X2 )9l (5, X2 ))dB"(”)

=1 i=1

+ (s, X2 2 (s, XP w))M;(ds,dz, du)

/(0,t}><{0<z|<t}><[0,1]d
+ 2(s, X1 2 h(s, X, u)) My (ds, dz, du).
(0,]x{|z[>r}x[0,1]4

This example extends the analogous SDE formulation for entropy-regularized mean-variance
portfolio optimization with jumps derived in [1]. Note, however, that the white noise measure
approach clarifies that (and how exactly) the driving Brownian motion depends on the choice
of the randomized control h.

6.2. Comparison to the exploratory SDE of [30]. In this subsection, we briefly compare
the grid-sampling limit SDE (5.1) to the exploratory SDE introduced in [30]. In order to keep
the notation simple, we confine ourselves to the one-dimensional case (m = p = d = 1) without
jumps v = 0, compare [30]. We note, however, that the multivariate case of the exploratory SDE
is covered in [16] and, recently, a setting with jumps has been developed in [9]. In any of these
cases, the derivation of the exploratory SDE relies on a heuristic law of large numbers argument
to extract the semimartingale characteristics when averaging over independent executions of a
relaxed control. ‘

Given a relaxed control h: [0,7] x R — Pr(B(R)) with Lebesgue density h(t,z,-), the ex-
ploratory SDE takes the form

X :xo—i-// (s, X", y)h(s, X", y) dyds+/ \// (s, X, y)2h(s, XP, y)dy AW,
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for some 1-dimensional Brownian motion W. Lemma 2 in [16] states sufficient conditions on b,
a, and h for existence and uniqueness of a strong solution. Note that the law of X" then solves
the martingale problem for the operator

@nft) = [ (Galta s (@) + bt f ) )t (6.1)

We suppose for the rest of this subsection that h is a randomized control, which executes h,
and that the assumptions of Proposition 5.4 are satisfied. Then, by a change of variables, the
operators £;, and Ly, coincide. Hence, the law of the unique solution X" to the grid-sampling
limit SDE solves the martingale problem for the same operator £;,(= L) and, by the uniqueness
of the martingale problem under the Lipschitz assumptions [19, Proposition IV.1], X" and XB
have the same probability law. Hence, in a stochastic control framework (e.g., to compute the
expected cost of a given relaxed /randomized control pair h, h or for the derivation of an HJB
equation), the grid-sampling limit SDE X! and the exploratory SDE X" will lead to the same
result — and it is a matter of taste which one to use. In the first SDE the white noise martingale
measure comes up, while, in the second SDE, one has to deal with the square-root in the diffusion
coefficient, compare the Remarks in [21, pp. 350-351].

However, if one considers several controls at the same time then their joint distributions,
for example the distributions of (X", X"2) and (X", XP2) may differ as illustrated by the
following simple example.

Example 6.4. Suppose T' =1, b = 0 and a(t,z,u) = u. We apply the randomized controls
hj(t,z,u) = pj+0;9 H(u), (uj € R, 0; >0, j = 1,2), which execute a Gaussian law h;(t, x) with
mean j; and variance 0]2- independent of the time and state of the system. For a fixed sampling
partition II, the predictable covariation of the model dynamics along the é'-randomized controls

satisfies
n

(X XTh2) ) =N (8 — tiq) (1 + 1@ (ED) (2 + 02®7 (&)
i=1
If, e.g., II,, is the equidistant partition of the unit interval into n subintervals, then a straight-
forward application of the strong law of large numbers implies, a.s.,

(XMnoba X Tb2) ) B (4 01971 (E) (2 + 0227 H(E)] = ppa + o102,

This limit coincides with the predictable covariation of the grid-sampling limit SDEs, because,
by Proposition I-6(2) in [19],

<Xh1,Xh2>1 = </(0 ] [0 1}d(ul +01<I>_1(u))MB(ds,du),/

(0,]x[0 1]d(u2 + 090 (u)) Mp(ds, du)>
I X ,

1
=1][];m+m@%wmu+m@%wmwu=mm+m@.
0,1]x[0,1

However, the predictable covariation of the corresponding exploratory SDE is

(X, X"2),

’ 1 2 2 ' ]- 2 2
_ o e~ (—m)2/ o) dy AWV, / / )2 e~ (w—12)2/(03) 4y AT,
</0 \//R \/27ra% 0 R \/27‘(’0’% .
= /(s + 03 + 03).

Let us summarize: By the considerations at the beginning of this subsection X" and X®
have the same probability law, if h executes h. The SDEs governing these two processes cannot
be interpreted as dynamics of the system along a &-randomized control. One way to justify
these SDEs is to view them as the limit dynamics of the grid-sampling SDE, which has a sound
interpretation in terms of ¢-randomized controls. By Remark 5.5(2), we observe that the law
of Xnh converges to the law of X under at most technical conditions for one fixed control pair
h, h. However, as illustrated by Example 6.4, one cannot hope that the joint convergence result
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to the grid-sampling limit SDEs indicated in Remark 5.5(2) carries over to the exploratory SDE.
We will illustrate in the next subsection that this difference can be essential for the justification
of learning algorithms.

6.3. Outlook: Towards learning. In this part, we exemplify how the algorithms of the first-
optimize-then-discretize approach of [15, 16, 17] can be justified by applying the grid-sampling
limit SDE (5.1) instead of the sample state process of [16, 17]. In this way we can ensure that
the derivation bypasses any potential problems related to idealized sampling.

For sake of illustration, we will here only consider the problem of policy evaluation of a fixed
randomized control h and restrict ourselves to the no-jump case in dimension one (m = d =
p = 1). Assume that the conditions in Proposition 5.4 are satisfied, the unique solution of the
grid-sampling limit SDE takes the form

t rl
Xth:xo—i—// b(s,Xgl,h(s,Xgl,u))duder/ a(s, X2 (s, XB, u))Mp(ds, du).
0 Jo (0,¢]x[0,1]

We suppose that the law of h(¢, z,n) (where 7 is a uniform random variable on [0, 1]) is absolutely
continuous with respect to the Lebesgue measure with density h(t,z,-) for every (¢, z) € [0, T] xR
and that its Shannon entropy

- / h(t, z,y)log h(t, z,y)dy
R

exists in R and is measurable and bounded as a function in (¢, ). We consider the problem of
evaluating the expected terminal cost with a running entropy-regularization term, which rewards
exploration, as suggested in [30]. The corresponding cost process is given by

T
gh= E[g(X%) e [ [ s, XE) og (s X2 )dyds
t

for some fixed temperature parameter A > 0. We here assume, for the sake of simplicity, that
the terminal cost function ¢ is bounded, and, consequently, the process J® is bounded as well.
We say that a measurable function J®: [0, 7] x R — R is a version of the value function of h, if

JBt, XM =TJr P-as., tel0,T).

7

The aim of policy evaluation is to learn the value function J? from observations of the system
X&h when feeding in the &-randomized policy h(t,z,&) for some randomization process &,
without knowing the true model parameters b,a. Recall that in the simplified setting of this
subsection

AXS? = b, XS h(t, X5 &) dt + a(t, XM h(t, XM ))dB;, X5 = . (6.2)

The algorithms for policy evaluation derived in [15, 16] rely on the martingale characterization of
the value function J®, which can be formulated for the grid-sampling limit SDE in the following
way (see [2] for the routine proof).

Proposition 6.5. (1) Suppose that the following partial differential equation has a bounded
solution J € C12([0,T] x R):
aJ
ot
with the terminal condition J(T,-) = g (where the differential operator Ly, is defined in
(6.1)). Then, J is a version of the value function of h.

(2) Assume that J: [0,T] x R — R is measurable with J(T,-) = g. Then, J is a version of
the value function of h, if and only if

(t,x) + (LaJ(t, ) (t, x) + )\/Rh(t, z,y)log h(t,z,y)dy =0, (t,z)€[0,T) x R,

~ t . .
J(t, XM + )\// h(s, X® y)logh(s, XB, y)dyds, 0<t<T,
0JR

is an F-martingale.
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We now provide an alternative derivation of the offline variant of the continuous-time TD(0)-
algorithm in [15, 16]: To this end, fix a parametric class of functions {Jy : ¥ € O} for some open
parameter set © C RL. We will implicitly assume that the function

Jo: [0,T]xRx O =R, (ta,9) > Jy(t,a)

satisfies sufficient smoothness and boundedness assumptions to justify the manipulations below.
Moreover, we postulate that Jy(T,-) = g for every ¥ € ©. We aim at finding a parameter 9* € ©
such that Jy- is a good approximation to the value function J? of the randomized control h.
Since integrals of sufficiently good integrands with respect to a martingale have zero expectation,
the martingale characterization of the value function in Proposition 6.5 motivates to search for
a parameter ¢* such that

[ / Vodo(s X&ﬁ*)(dJﬁ*(s,Xﬁ,ﬂ*) A / (s, X™, ) logh<s,X:*,y>dyds)] o,
R

compare [15]. Here, Vy stands for the gradient in the J-variable. Then, stochastic approximation
[24] suggests to consider the update step

T
R a/ VoJo(s, X 0) (dJﬁ(S,X?) + )\/ h(s, X® y)log h(s, X;l,y)dyds) (6.3)
0 R

for some step-size o > 0. Up to here, the derivation follows exactly the one in [15, 16] with the
grid-sampling limit SDE in place of the sample SDE of [16]. Note that, although the unknown
coefficients b and a do not show up in (6.3), its implementation is infeasible, because X b
not observable (it is not the response of the system to a &-randomized control). We view (6.3)
as an idealized continuous-limit update step, which will be discretized next. By It6’s formula,
recalling that £y, in (6.1) is the infinitesimal generator of X®, we obtain

T
/ VﬁJ@(S,X;l, 19) (ng(S,X?) + )‘/ h(sa X??@/) logh‘(sa X?vy)dyd8>
0 R

0Jy

o (s, XM)ds

T
= / Vodo(s, XD, 9)—=2

/ VoJo(s X?,ﬁ)((ﬁhjg(s,-))(s,X?)+)\/ h(s, X2, y) 1ogh(s,X§l,y)dy>ds
R

0Jy

o (5, X)) Mp(ds, du). (6.4)

/ VoJo(s, X", 9)a(s, X2 h(s, X7, u)) 22
(0,7%[0,1]

By change of variables and applying the notation introduced in Proposition 5.4, the second
integral on the right-hand side of (6.4) becomes

0Jy

5 (5%

T r1 82J19
[ wogets,x o) Ganto, x2S (5.6 4 bl X2
0 Jo €T

+ Mogh(s, XB h(s, X1, u)))duds,

which, in fact, is an integral with respect to the limit drift measure Mp. Thus, the joint
convergence in Remark 5.5(2) suggests that

T
/ Vodo(s, X1, 0) (ng(s,X?)—l—)\ /
0

h(s, X2,y)logh(s, X2, y)dud8>
R

can be approximated in law by

[ Vadals x m(‘”ﬁ( XTRY 4 A log (s, XM, (s, XIH )
(0,77%[0,1] ot

Ox?

0Jy
ox

1
g X )2 (5 XTI b 5, IV, 0) 2 s, X ) s,
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aJ,
+ / VoJo(s, XIP 9)ap (s, X0 u) 222 (s, XT00) M (ds, du)
(0.7]x(0,1] Oz
for a sufficiently fine sampling grid II, where X! solves the SDE (6.2) with ¢ = ¢, In view of
Proposition 4.3, and applying [t6’s formula once more, this expression equals

n ti )
> / VoJo(s, XM, 0) (dJﬁ(s,XEM + Alog h(s,XsH’h,h(S,X?’h,ig))d8>,
i=1"ti-1

leading to the modified update step

n ti .
9 a Z/ VoJo(s, X0, 9) (djﬂ(s, XIB) 4 Nlog A(s, XIWB, h(s, XILb, gg))ds). (6.5)
i=1"ti-1

Here, the t;’s are, of course, the grid points of the sampling grid II. We emphasize that the update
step (6.5) is independent of the unknown parameters b and a and only depends on observables,
namely the grid-sampling randomization process ¢! and the response X! of the system to
the ¢-randomized policy h(t,z,£/!). We note that the update-step (6.5) is still formulated in
continuous time. For the actual implementation, it is natural to consider the time-discretization
relative to the grid II given by
n
9 ay Vyle(tio, X{ P 0) |yt X0MF) — Jy(tiog, X{0F)

ti—1

i=1
; ILh,E IL,h,E
At~ tia) Tog htion, X007 (s, X[ €
where X0 is the Euler approximation to X relative to IT. This expression coincides with

the TD(0)-update step for policy evaluation in [16], see, e.g., lines -12 and -8 in their Algorithm 4.
Hence, we have provided a new justification of the continuous-time TD(0)-algorithm for policy
evaluation, which avoids making use of idealized sampling.

7. PROOF OF THEOREM 5.1

7.1. Preliminaries. To avoid double-indexing, we assume that II,, partitions [0, 7] into n subin-
tervals and write 0 = tfj < --- <) =T for the grid points of II,,. We emphasize that the same
proof also works, even if II,, decomposes [0, 7] into k(n) € N, which is not necessarily equal to
n, subintervals. Denote

U:=[0,7] x [0,1]4, V:=[0,T] x R x [0, 1]%.

The assumptions imply that f; € By(U;R™) for [ = 0,...,p and f; € By(V;R™) for | =
p+ 1,p+ 2. Moreover, by Remark 2.2,

T
/0 /Rq(‘z|2]l{0<|z|SR} + 1{|Z|>R})l/s(dz)d8 <oo, VREe (0,00) U {t} (7.1)
0

In view of Proposition 4.3, we have the representation

n t p t
xr =3 [ / fols, €T e (5)ds + 3 / fil5, €)1 n gy (5)ABY
=1 =1
t
+ / / Foia(s: 2,0 L ()] N (ds, )
0 Jo<|z|<R

t
" /0 /|Z>R Torals: 2,80 Ly ey (5) N (ds, dz)} : (7.2)

We will also consider the piecewise constant interpolation of X™ between the grid points of
IT,,. Introducing the notation
pn(t) :==sup{ty : t} <t}, t€[0,T],
it can be written as A7 . ¢ € 0,77.
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By Theorem 3.1 in [3], it suffices to show that, as n — oo,

dp (X", X)) 50, (7.3)
and
xn 21,y 4

where the metric cigz, which is defined by
) = inf max{ swp N0, sup [o(0) ~ yONE)] .
AEAT 0<t<T 0<t<T
induces the Skorokhod topology on the space Dy (R™) of cadlag functions F': [0,7] — R™, and

D7, stands for convergence in distribution in the Skorokhod space (DT(Rm),&g@). Here, Ar
consists of all strictly increasing and continuous functions A: [0,7] — [0,7] with A(0) = 0,
MT) =T. For further details, we refer to [3], or to [2] for a short recap on the Skorokhod space.

The proof of assertions (7.3) and (7.4) will be provided in Subsection 7.2 and Subsection 7.3,
respectively.

7.2. Proof of assertion (7.3). Let k € (0,00) N (0, R] and let k = 0 if R = 0. We define the
process X™" by setting

- Z//O<|z|<m For1 (8,2, &) g a1 (8)[2|N (ds, dz).

By separating N = N —v on [0, 7] x{x < |z| < R}, which is possible as fOT fﬁ<|z|<R |z|vs(dz)ds <
oo and fp41 is bounded, and then rearranging terms we get

K Z/ fo(s,60) Lgn ym(s)ds — Z//}{<| o fpr1(s,2, &) Ln | 4m()|2|vs(dz)ds
159) 9) BITCIIpRET

=1 =1

+ Z [ a6 2 A otz + a5 L N (0,
Z >K
=.(X — AP AR+ AT
= X"+ X"
Using the triangle inequality we obtain

F (A", 7 ) < (X", XY 4 (AR X0 4 AR, )

< sup [ — A AP (X, AT+ osup X = X ]
te[0,7) te[0,7) "
<2 sup |& — X5 4 dR (X, X (7.5)
(0,77

For € > 0, since X™ — X™* is an Fl'"-martingale, applying Doob’s maximal inequality yields

T
P({ sup_ |7 — &) >}) <45‘2E[ Iy S e (5,20 6P Loy ()| =Pra(d2)ds
0 JO<|z|<k -

te[0,T] i—1

T
45_2”fp+1H2Bb(V;Rm)/D /0< < ’Z’2Vs(dz)d5- (7.6)

We now deal with the term df*(X™*, Xu"). Set 7§ := 0 and
7 =1nf{t € (t]" 1, t]'] : |AL > &} ALY, 1=1,...,n,
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with the convention inf () := oo, and denote the events A" by

A?,n::{/ (d&dz)ﬁl}, 1=1,....n—1,
(t ot x{lz[>r}

APt = {/ N(ds,dz) = O}.
(1 T]x{]z[>x}

Then ¢ | < 7/* <t on A" and 7 = T on Ap™". Now, for w € N, A", we define the function
A= )\wnn [0 T] — [0, T] which piecewise linearly interpolates the points (0,0), (11, t}), ...,
(7h-1,tn—1), (1, T). Namely,
n n n t— T 1 n n .
)\(t)_t 1+(t i— 1)7, te(Ti—bTi]? 221,...,71.
Tz - Tz 1

Then, A is a strictly increasing and continuous function with A(0) = 0, A(T') = T. It is clear
that, forallte(ll,z]z—l n,

o < 2Ml.

‘)\( ) - t‘ < ma'X{tz 1 z 1T 7, tznfl} + (tzn - znfl) _;_
i—1

i

Hence, on N, A" and for such a choice of \ as above, it follows from the definition of J? and
the triangle inequality that

dF (X", X00) < sup [A(t) =t + sup |AT— X ]

te[0,7) te[0,T
< 2|+ sup [Xoy — X570 oyl + osup AT =X ol
t€[0,T] on (X te[0,T] on
= 2|TL,| + max  sup !ngf = Xyl T max sup AT = A

1<i<n te(tn

Tty l<isn S )

Notice that ¢ ; € [/, 7/), A(t) € [t71,t?) for t € [7]*1,7]"), and on the event N, A", X"

7 % i—12 %3
is constant on [7]" 1, 7)) as it does not have jumps on (7> ,,7/"), it thus implies that

11—

Xy =X, = Xpawy tE LT

Moreover, for i =1,...,n and t € (¢} ;,t?], we observe that
forte(z 172): t?—1<)‘(t)<t;na

){<)\( i) =t ifi<n—1

for t € [tP, 7] 17 < A(t) < At} o
=t if i =n,

7771

which implies p,(A(t)) € {t}" 1,17} for t € (¢ ;,t?]. Summarizing those arguments, on N A"
we have
m n,K n,K n,K _ n,K
dp (X™", X07) < 2|, +2 max  sup [Ag) XC,ty_1|

1<i<
UST et | t7]

< 2|, + max  sup |XpF — Ap ?n |+ max  sup X — Xft'fi |
1<i<n te(tr L tn] 1<i<n te(tr L tn]
k3 ’ k3 ’

+ max sup |Xpy — X |
Bt Bt
1<i<n te(tr ¢ ’ 7i—1

7 b

1<i<n

tn/
2[|Hn|+||fo|er<U;Rm)|Hn|+||fp+1||Bb<v;Rm max / / l2|va(dz)ds
tn Kk<|z|<R

p

+ max sup
<<
=1 1<i<n te(tf L

t

fils, €1)aBY
25

] . (7.7)

7]
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For any € > 0,

n n
P({d7 (X™", X)) > e}) < ]P< U (A" ) + P<{J$(X”’“, x5y >ebn) A?"‘). (7.8)
=1 i=1
For the first term on the right-hand side, letting z; := ﬁzl f|z‘>n vs(dz)ds and using the in-
equality e® — 1 — z < 2ef2? for x € [0, K], we obtain

n n n—1
(S S I o e R
i=1 i=1 i=1

n—1

eMAX1<i<n—1 Ti § :e—wixZ + 1z, < lemaxlgign_1 Ti  max T E T; + T
— t -2 1<i<n—1
1=

<

Since fOT f‘z|>n vs(dz)ds < oo which ensures the uniform continuity of [0,7] 5 t — f(f f‘
we deduce that max;<;<, z; = 0 as n — oo. Hence,

vs(dz)ds,

z|>k

IP< O(A?”)C) —0 asn — oo. (7.9)

i=1

. tr
For the second term, since maxi<;<y, ft:% /

Je<pz<r |z|vs(dz)ds — 0 as n — oo due to the uniform

il

continuity, we deduce from (7.7) that, when n is sufficiently large,

P

n
IP’({J?(X"”‘, X) > eb N ﬂ A?’”) < ]P’({ max  sup

i<i<
i=1 =1 o= et ]

t

fi(s,€M)dBY

n
ti—l

1o

Applying the Burkholder—Davis—Gundy inequality with the exponent 4 yields

P({Jlﬁ(é\f”’“, XY > e} n ﬂ A?’“)

i=1
<ZZ}P’ { suptn]
1—1

=1 i=1

ﬁ(s,s?)ng”

“3))

256p ty 2

< B33 g / s e |
=1 i=1 iy
256p° n
4 2

=¢ 4 1sigy 1fill 5, uzm) ;(t? — i)

256p°T noven,
S e o £l B, sgomy T == 0, (7.10)

where ¢ > 0 is a constant independent of e, n,p, T. Combining (7.9) and (7.10) with (7.8), and
then plugging them together with (7.6) into (7.5) we arrive at

T
hmsupIP’({dm(X" Xn) > 36}) < de™ 2pr+1HBb(VRm / / . ‘z|2VS(dZ)d8.
0 JO<|z|<k

n—oo
Letting x | 0 and exploiting (7.1) we eventually obtain

limsupP({J?(X",Xﬁn) > 3ec}) =0,

n—oo

which then verifies (7.3). O
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7.3. Proof of assertion (7.4). For the proof of (7.4), we apply a limit theorem of Jacod and
Shiryaev, which is briefly reviewed in [2]. It relies on verifying the convergence of the modified
semimartingale characteristics of X! to the modified semimartingale characteristics of the limit
process X. Here, “modified” is understood in the sense of [14, Definition I1.2.16].

Let us fix a truncation function h: R™ — R™, see [14, Definition 11.2.3], i.e. b is bounded
and h(z) = z in a neighborhood of 0. It is convenient for us to assume furthermore that
hk) e CZ(R™) for any k=1,...,m

The following lemma states the semimartingale characteristics of X with respect to the trun-

cation function h, compare [14, Definition I1.2.6]. Its proof follows routine arguments and can
be found in [2].

Lemma 7.1. X is an m-dimensional semimartingale whose characteristics (b, C¥ v*) with
respect to the truncation function § is given by

t
= d o(dz)d
t /0 [/[0,1]‘1 Joltsu) u+/{|z|>R}x[o,1]dh(fp“(S’Z?“))V( z)du

+/ [h(fp+1(S,Z,U)|Z|) - fp+1(s,z,u)|z|]1/3(dz)du dS,
{0<|z|<R}x[0,1]¢
p t ,
o = (Z / / <ff’“)f§’”><s,u>duds> ER™™ 0<t<T,
[0,1]¢ kK

t
Z/X((S,t] x A) = // La(fpt1(r, z,u)|2])vp(dz)dudr
(0<|2|<R}x[0,1]¢

t
+ // La(fpya(r, z,u))vy(dz)dudr
s J{|z|>R} x[0,1]4
for0<s<t<T,AeBRy).

X

Remark 7.2. By a standard approximation argument, the measure v in Lemma 7.1 satisfies

[, stomcn.

-/ U 5,2 WD oz 95, 2o ()
X

for any measurable g: Rg" — R which is non-negative or gljo 77 is v¥-integrable. In particular,
for g(y) = 1yjy|>x} With some £ > 0 we get

/ /R o ol U Collezm o<y T Hifpsaomalzn Hiel> Ry s(d2) duds

If 1\| " &) [T
< Mt By(ViR >// 12205 (d2)ds W”“WVR)// vs(dz)ds  (7.11)
0<|2|<R K 0 J|z|>R

< 00,

where the finiteness can be derived from (7.1) and the inequalities

—2 2 2 —
L fpar(szlizizny <& M forillByvmm |2l and  Lgp oz < & fprells,oviem):

We now turn to &), whose modified semimartingale characteristics will be computed in
relation to a new filtration, which we construct next. To this end, we set

on(t) :=sup{i:t] <t} € {0,1,...,n}, te€]0,00).
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Denote A?X"™ := X[ — Xt%l- Then

=) Arxn, telo,T]
=1

For n > 1, we define the discrete-time filtration (G}*)1_, by
Gy :=10,Q}, G':=c{AXx",j<i}, i=1,...,n

Then {A?X™, G : 1 <i <mn,n > 1} is an adapted triangular array. Since A?X™ is independent
of G ;, we get for any bounded measurable g and ¢ € [0, 00) that, a.s.,

on(t) on(t)
> Elg(A7x™)|Gp Z E[g(A?X™)]

i=1

Remark 7.3. (1) By [14, Ch.IL, §3b], the modified semimartingale characteristics of X7’
with respect to the filtration G = (ggn( t))tZO is the triplet (drift part, modified diffusion

part, jump part) which is respectively described by

S Efp(ATA™),
=1

(3 @iy aran) - E[h(’“)(A?X”)]E[b"“')(ﬁ??(”)])>k e

=1
S Efg(ATA™)
=1

where g runs through a sufficiently large class of test functions vanishing around zero.

(2) A key difference between G°» and F! is that information about the random variable
ft" , which is sampled for the randomization on the interval (¢I' ;,I'], is only revealed
at time ¢ in the filtration G, whereas it is already known at time ¢}' ;| in the filtration
Flln,

The following proposition plays the key role for deriving the convergence of the semimartingale
characteristics.

Proposition 7.4. For any g € CZ(R™), one has

n

D

i=1
where the function W¢(g): [0,T] — R is defined by

n

Blo(A7A")] = 9(0) = [ Ws(o)(e)ds

220, (7.12)

ZOCES SR CIOSTOREED O #/0) DU LY
s k,k'=1 =1

+/ [9(fpe1(s, 2,u)[2]) = g(0) = 12[Vg(0) T i1 (s, 2, u)]vs(dz)du
{0<|2|<R}x[0,1]4

+ / [9(fpr2(s, 2, 1)) = g(0)]vs(dz)du. (7.13)
{l1>R}x[0.1]4

Consequently, for any t € [0, 00),

an(t) AT
Z E[g(ATX™)] 2225 6(0) + / Us(g)(s)ds.
- 0

=1
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Proof. Step 1. It is obvious that W(g) is measurable by Fubini’s theorem, and moreover, there
exists a constant cr,, > 0 such that

T m p ,
/0 |\Iff<g><s>|dsgcT,m(||fo||B,,(U;Rm)|Vg<o>|+ S 18209 1A 0
=1

k,k'=1

T Uil v 1926 5 e o / / 220y (dz)duds
{0<|2|<R}x[0,1]4

+2H9H3b(Rm)// l/s(dz)duds>
0 J{jz>R}x[0,1]¢

< 00,

Next, forn > 1,i =1,...,n, we define the cadlag and F'»-adapted process F™! = (Ftn’i)te[tgfl,ty]
null at ¢ ; by setting, for te (th,t7],

/ fosslds+2/ fis, €1)dBY

71—

t
" / | halsn @V @sd) [ [ s s €N (s de)
1, JO<|zI<R th , J|z|>R

Let s € (0,7] be now fixed. Then, for any n > 1, there exists uniquely 1 < i(s,n) < n such that

s € (Li(sny—1:ti(s ] and  lim 4 = lim tf, \ =s.

n—oo n—oo

We claim that

~ L'(P
Froitsn) #) 0 asn— oo.

It is straightforward to check when n — oo that, in the representation of Fy' ’Z(S’n), the Lebesgue
integral part tends to 0 in L?(P) as fj is bounded, the martingale part converges to 0 in L?(IP)
by applying It6’s isometry and using the boundedness of f;, I = 1,...,p+1. For the “large jump
part”, since v,(dz)dr is the predictable compensator of N(dr,dz), together with (7.1), we get

E[ /ﬂ /|z>R Fora(r 2,&i(o )N (dr, d2) }

< HfmuBb VRm>E[ / N(dr.ds }
|z|>R

= [ fp+allBy(v Rm)/ / - (d2)dr 2225 0,
|z\>R

z(s n)—1

z(s)l

which verifies the claim. Since E[N({s}xR})] = v({s}xR%) = 0, it holds that F" len) F:f(s’n)
a.s., and hence,

. 1
Friem B0 5 s 5 o (7.14)

Step 2. Using Ito’s formula for F™ and g € CZ(R™) (see, e.g., [20, Theorem 2.5]) we get,
a.s.,

— g(0) + / Vg(F™)T fo(s, €2)ds

L ¢ m,1 1 - - & 7,0 (k)
£ [ Ve 0B + 5 3 S [T ot E A €0

i1 Ek=11=1
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4 ) 7.
—+ / _’Z+fp+1(8727§zn)’z‘) —g(F:_’Z):|N(dS,dZ)
O<|z\<R

n
tzl

=3

" / / (925 4 Fpia (52, €0 2l) = 9(F) — [V g(F2)T o (5, 2,60 vald2)ds

', JO<|z|<R

’ / [ [ Syt 2. 8) = gt (a2,

Since Vg and f; are bounded for any [ = 1,...,p+ 1, the integrals with respect to the Brownian
motions and the compensated random measure are square integrable martingales which vanish
after taking the expectation E. Let us now investigate the remaining parts.

o The “drift part”: Using Fubini’s theorem and the Cauchy—Schwarz inequality yields

E[ ; Vg(Ff_’i)Tfo(s,ﬂL)ds] —/ti Vg(0)T fo(s,u)duds

- [0,1]4

n

D

i=1

Z

=1

tn ‘
<llpiwzn Y [ EIVOUE) - Vo0)las
i=1""i-1

[tn"v (F2)T fols, €7 ds—/ Vo) fols €9

T n ,
= HfOHBb(U;Rm)/O E{Z‘VQ(FS—’Z)_VQ(O)W(W1,tﬂ(5)] ds
i=1

T .
TP / E[|Vg(FC™) — vg(0)[]ds

n—oo

— 0,

where we apply the dominated convergence theorem using (7.14) together with the continuity
and boundedness of Vg. Analogously, for b,k =1,...,mand [ =1,...,p,

n 2% , 24 p
E[ R wa(Fr)(£* ff’”)(s,fnds] - / / 92 09(0) (£ 1) (5, u)duds
ta tn, J[0,1)d

e The “small jump part”: For i(n,s) introduced in Step 1 one has

=1
[/ttn /o<z|<R [Q(F:ii+fp+1(s,z,£?)|2|) — g(F1) = 12|V g(FPT fpan(s, 2, €8 )} VS(dZ)dS}

n—00
— 0.

/ / (90 per(s. 2l — 9(0) — [=1Vg(0)T fa(s. 2, 0)|vs(d2)duds
tr - J{0<|z|<R}x[0,1)

/ /o< 2|<R Lz:‘g "t fpra (52, EM2)) = g(F) — 12|V g(F) T fosa (s, 2, €8

= 9(fpr1(s,2,60)|21) + g(0) + [2[Vg(0)" fysn(s, 2, €8)

L  m) (s)} vs(dz)ds

T )
— [ [ B[l b oz )2 g (F) < AV (EE ) fa 5,28l )
0 Jo<|z|I<R

- g(fp+1(87 zagzn(s,n))‘ZD + g(()) + |Z|v9(O)Tfp+1(S> vazn(s,n))H Vs(dz)ds

= /OT/MZ'SRE[GEL(S, 2)]vs(dz)ds.

Using Taylor’s expansion we obtain a constant c¢,, > 0 depending only on m such that

S
Gp(s,2) < CmHVQQHBb(Rm;Rme)pr+1H2Bb(V;Rm)’Z’2'
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Hence, it is easy to check using (7.14) and dominated convergence that E[GS(s,2)] — 0 as
n — oo for any s, z. Due to (7.1), dominated convergence also yields

/ / E[GS (s, 2)]vs(dz)ds =2 0.
0<|z|<R

e The “large jump part”: Since v4(dz)ds is the predictable compensator of N(ds,dz), using
Fubini’s theorem, again, for interchanging integrals we get

B[ [ o+ st ) = otz wias )
- / ?1 L s [l 20) = o) (02 ]
_ Z g] / [ [0 ) = o2 2]

-5 / [ otate. g - (00215

T X .
</ / B[R 4 ol 2:8f) = 9(EEO) = gUpsa(o,2: ) +900) (@)
|z|>

/ /|Z>R (s, 2)]vs(dz)ds.

It is clear that G is uniformly bounded by 4||g|| By(Rm)- Moreover, using the Lipschitzian of g,
the boundedness of fy;2 and (7.14) and (7.1), we may apply the dominated convergence theorem
to obtain

T
/ / E[GL (s, 2)]vs(dz)ds "= 0.
|z|>R
Combining the arguments above yields (7.12). The consequence follows from f:n( " |V r(g)(s)|ds —
0 as n — oo. t

We apply Proposition 7.4 in the next three lemmas, to prove convergence of the drift part,
the modified diffusion part, and the jump part of the semimartingale characteristics as afore-
mentioned in Remark 7.3(1).

Lemma 7.5. For b in Lemma 7.1 and any t € [0, 00),

on(s)
I(7.15) = sup Z Eh(AFX™)] - bs/\T == 0. (7.15)
0<s<t i—1
Proof. 1t is sufficient to verify the convergence for any k-th coordinate, k = 1,...,m and t €

[0,T]. Observe that

t
60 = [0 ()as

for @ f(h(k)) associated with h®) introduced in Proposition 7.4. Then we get

on(s)
su E[p*) (Arx™)] — b2 ()
AP
an(s) on(s)  n s
< sup E[h" (A7 X™)] - / Uy (H™)(r)dr| + sup / Uy (h)(r)dr
Oss<tl j— i=1 Yt O=s<t|Jpn(s)
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n

+ max / (58 (1) dr.

1<Z<’FL tn

n

<Z hE (AP X)) — / W ¢ (5®)) (r)dr
ey

The first term on the right-hand side above converges to 0 by applying Proposition 7.4 for
h*) € CZ(R™). For the second term, since t + fg | ;(h*))(r)|dr is uniformly continuous on
[0, 7] and maxi<i<n, [t} — ¢/ ;| = 0, it implies that

n

max/l W £ (5®) (r)|dr 2225 0.
t’rL

1<i<n
Therefore, I(715) — 0 as n — oo. O
Lemma 7.6. For C* given in Lemma 7.1, for any t € [0,00) and k, k' =1,...,m, one has
on(t) ) N
a6y = > E™(APX™)E[R*) (AFx™)] 2= 0, (7.16)
i=1
s —> (k")
lon = 3 B0 A1) 22 L 4 7 / (OW ) ) (s, dy). (7.17)
i=1

Proof. Tt suffices to show the convergences for ¢ € [0,T]. For I(7 5, we first express

on(t)

Ig1e)= (E[h(’“(A?X")] /t i ‘I’f(h"“))(S)d«S)E[b(’“')(A?X")]

=1

+T§? (BB (aram) (04 (5)s / W5 (5®)(s)ds
+§) </t_ ‘I’f(h(k))(s)d5> (/t v (b(’“'))(s)ds>

Hence, the triangle inequality yields

n

Bl (A7) - [ w0 (s)as

n
ti—l

n

716 < 1165 5, @m) >

=1

+</O 0 (¢ |ds) ;

=1

n

B (A1) = [ (6% (s)ds

T t /
o () s eias) e [ 6061

Applying Proposition 7.4 for h*) p(k) ¢ CZ(R™), we obtain that the sums Y 1, in the first two
terms on the right-hand side converge to 0 as n — co. Since maxj<;<n ﬁn |\11f( D)(s)|ds — 0,
we derive [(715) — 0 as desired.

For I(7,7), since hkHE) CZ(R™) and HFHE)(2) = 2B 2(+) around 0, the function
T y(hk )h(¥)Y given in (7.13) can be explicitly written as

O =3 [ A

=1 710,

+/ (6 HE) (o1 (s, 2,u)| 2] vs(dz)du
{0<|2|<R}x[0,1]4

_l’_

/ (O ®EHE) (foia(s, 2,u))vs(dz)du
{lz|>R}x[0,1]4
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t ’ / ¢ ’
| w0 s)as = [ 60509 0% s, )
0 0 JRE®

where we apply Remark 7.2 for the v*-integrable function b(k)h(k/)]l[oyT]. Hence, (7.17) follows
directly from the consequence in Proposition 7.4. (I

so that

To investigate the jump part of the limiting process, we recall from [14, p.395] the family
C2(R™) of bounded and continuous functions g: R™ — R with ¢(0) = 0 around 0.

Lemma 7.7. For v* in Lemma 7.1 and for any g € Co(R™), t € [0,00), one has

on(t)

tAT
Z (ArX™)] / / ¥ (ds, dy)

Proof. We only need to prove for ¢ € [0, T].
Step 1. Recall ATX" from (7.2). We show that for any x > 0,

n—oo
= 2% 0. (7.18)

1<I<p

SR({|ATY \>n}><(pT e 11 sy + e e | |zr%s<dz>ds)
i=1 0 Jo<|z|<R

3T 3 T
+ 200 foll gz + Mol vz / / v(dz)ds.  (7.19)
K 0 J|z|>R

Indeed, by the triangle inequality we get

iP({IA?X“I > K})
SA({ ] s
~I—;]P’<{ fl s,&MdBY +/ /MZSR For1(s,2,EM)|2|N(ds, dz)

+;P<{ /tn1 /|Z>pr+2(s,z,£?)N(ds,dz) > g})

=: I(7.20) + I(7.20) + 1I(7.20)- (7.20)
For the first term, Markov’s inequality yields

172() H/ Jo(s,&")ds

For the second term, applymg the Markov’s inequality and It0’s isometry we get
2
w3e]3 }
=1
-5 ZE{Z/ s, €1)[2ds +/ / M8 rz\%s(dz)ds}
oy 0<

1220 (dz)ds >

|

5| =

wl=

)

>

w| =

)

3T
] < 7”fOHBb(U;]Rm)~

tn

| /\

JT. 5,eMdBY + / / Foe (5,2, €M)zl N (ds, dz)
0<|zI<R

9
< 5 (7 e Ll o + e P | [

1<i< 0<|2|<R

For the third term, using Markov’s inequality we obtain

3 — &
17 0y < ZEH [ ] fals sV
ki3 tt, JzI>R
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*pr+2\|Bb ViRm) ZE[/ en

3
= —||fpr2llB, VRm)/ / s(dz)d
K \z|>R

Hence, combining those four estimates yields (7.19).

Step 2. Since g € C3(R™), there is an 74 > 0 such that g = 0 on the open ball By,(ry).
Then, we use Remark 7.2 to obtain that

/ / Pl (ds, dy) < Ilgll g, @m) / / ¥ (s, dy) <
|>'rg ‘ Tg

Hence, the integral on the right-hand side of (7.18) finitely exists.

We now only prove (7.18) in the case 0 < R < oo as the case R = oo is analogous. Let £ > 0
and 6 > ryV R?. Since g is continuous and bounded, there exists a continuous function gy with
compact support such that

| /\

N(ds dz)}

g6l B,@®m) < lgllB,®m) and gg =g on By (0).
Moreover, by convolution approximation, we can find a g. g € C2(R™) N C?(R™) such that
geo = go =0 on By (ry/2), and |[ge9 — g6l B,rm) < €.
It follows from the linearity and the triangle inequality that

90—9e, ge,
qums) Ié]?fsg) I(7918)9 I(?fs) (7.21)

Since g. g € C2(R™) takes value 0 in a neighborhood of 0, Remark 7.2 implies

t t
J) wrtoaeis= [ Tl 20D oz + Upralo: 2 ) Loz vs(a:)duds
X

//m Y(ds, dy)

so that the consequence in Proposition 7.4 verifies

n—oo
Igs 6 O

(7.18)

For 1979  one has

(7.18)
If7f§><ZE 9= 9o)(ATX™)] //m (y)|v™ (ds, dy)

< Hg—geHBb(Rm)<ZP({|A?Xn| > o))+ /0 /| | s,
yl=

i=1
We let £ = 6 in (7.19) to find that ) ;" P({|A’X"| > 6}) — 0 uniformly in n as 6 — oo.
Moreover, it follows from (7.11) that fon|y\>0 v*(ds,dy) — 0 as § — oo which thus yields

IQ 9o

(7.18) 0 uniformly in n as 8 — oo.

96 —J¢,6
For I(7 15) s one has

I<g7918g)69<ZE 96 = 9e,0) (A7 X")] // 90(y) — ge,0(y) V™ (ds, dy)

T
< 9o — geoll @) (ZP({!A?X”| > ry/2)) + /0 / " u’f<ds,dy>>
Yy|2rg

=1

< f(fil@(ﬂAWﬂ >ry/2)+ | ' /lyw u?f(ds,dy)).

=1
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Choosing k = 14/2 in (7.19) and using (7.11) we obtain

0— 4
Ig 9e,

(7.18) 0 uniformly over n as € — 0.

Since 0 can be chosen arbitrarily large and € > 0 arbitrarily small, we derive from (7.21) the
desired conclusion. ]

We can now finalize the proof of assertion (7.4). Combining Lemmas 7.5 to 7.7 with Lemma 7.1,
together with applying [14, Theorem VII.2.29] (see also [2] for a recap of this result), we get that

(Z;ZY) AP X™)iel0,00) = (AT )te(0,00) @S 1 — 00 weakly in the Skorokhod topology on the space
Do (R™) of cadlag functions F': [0,00) — R™ (see [3, 14] for Doo(R™)). Since X has no fixed
time of discontinuity, we use [3, Theorem 16.7] to infer that X7 = (Zf;gt) ALX™)eqo,1) 2z,
(Xt)teo,r) as n — oco.

8. PROOFS OF PROPOSITION 4.3 AND PROPOSITION 5.4

8.1. Proof of Proposition 4.3. As the grid-sampling SDE (4.1) is an SDE driven by a Brow-
nian motion and a Poisson random measure, the existence and uniqueness of strong solution to
(4.1) can be achieved by a routine argument combined with the interlacing technique to handle
the large jump part. We refer, for example, to [13, Theorem IV.9.1] for SDEs driven by a finite
dimensional Brownian motion and homogeneous Poisson random measure, and to [4, Section
4.2] for the infinite dimensional case.

We now deal with the random measures Mgm and M},T By the definition of Mg<l), for any

A € B([0,1]9) one has Mgu)(O, A) =0, and for ¢t € (0,7, we can write

t n
My (t, A) = /o Ia < Z ]l(t”,tz-](s)gg) dB{.
=1

Then, due to [19, Proposition II-1], Mg(l) is an orthogonal (F', P)-martingale measure on [0, 7] x
B(]0,1]%) with intensity ug<l)(ds,dw) =0y ﬂ(ti,l,ti](S)Eg(dx)dS' It is clear that ,ug(l) = ME.
By the definition of MY, for any Fl-predictable Y > 0 and for (Y - MY) = ((Y'M}I)t)te[oﬂ

defined by (Y - MM, == f(o,t}ngx[o,l]d Ys(2z,u)M¥(ds,dz, du) one has, a.s.,

V-MDr=3" > TarzYs(AL &) =3 /(OT] Ve ()5 ( 6N (ds, d2).
i=1 X IRg

i=1 s€(t;_1,t]

As v4(dz)ds is the (F, P)-predictable compensator of N(ds,dz) (see [14, Proposition I1.1.21]),
we get

Bl M =B [ 0% aas)as]
i—1 Y (0,T]xR{

=F / Yi(z,u)ly | 41(8)0 dul/sdzds}
; (0,7] xR x[0,1]¢ (2, 1)L g,y () g (du)vs(dz)

=E

/ Ya(z, u)pl(ds, dz, du)]
L J(0,7]xRE x[0,1]¢

— E[(V - 1)z

We note that (Y - ulf) is Fl-predictable as the pointwise limit of the continuous and F'-adapted
processes (Y™« ull) as n — oo where Y™ := (Y A n)1{z>1/n}- Hence, pl is an Fl-predictable
random measure in the sense of [14, Definition I1.1.6(a)]. By [14, Theorem I1.1.8(i)], we conclude
that ul} is the (F', P)-predictable compensator of M.

To show that the strong solution to the grid-sampling SDE (4.1) also solves the SDE (4.3),
we need the following lemma whose standard proof via approximation is provided in [2].
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Lemma 8.1. (1) For any F @ B([0,T]) ® B([0,1]%)/B(R)-measurable random field Y : Q x
[0,T] x [0,1]¢ — R satisfying fOT |Ys(€l)|ds < oo a.s, one has

T
/ Y;(u)MB(ds,du)z/ Yi(€hds P-a.s.
(0,T)x[0,1]4 0

(2) If a Ppn @ B(]0,1]%)/B(R)-measurable random field Y : Q x [0,T] x [0,1]¢ — R satisfies
fo [Y5(€M|2ds < oo a.s., then for any I =1,...,p one has

T
/ Yy(u)MD o (ds, du) = / Yo(MABY  P-a.s.
(0,7]x[0,1)¢ 0

(3) Suppose thatY : Qx[0,T] xR x [0,1]¢ — R is Peu @ B(RE) @B([0, 1]4) / B(R)-measurable.
If f(O’T]ng Y (z, €M) N (ds,dz) < oo a.s., then

/ Ys(z,u)M}T(ds,dz,du):/ Yy(z, M N(ds,dz) P-a.s.
(0, T|xRI x[0,1]¢ (0,T)|xRY
Moreover, if fOT ng Ys(z,EM)? vs(d2)ds < 0o a.s., then

/ Kg(z,u)M},](ds,dz,du):/ Yy(z, €M N(ds,dz) P-a.s.
(0,T1xR{ x[0,1]4 (0,T1xR{

8.2. Proof of Proposition 5.4. For the well-posedness, we aim to combine Proposition A.3
with the interlacing technique used in the proof of [13, Theorem IV.9.1]. To do that, following
the notation of Proposition A.3, we take E = RY x [0, 1]¢, which is equipped with the Euclidean
norm, and let £ =p+ 1. For ¢t € [0,T] and A € B(RY x [0,1]¢), we define

f(D ] x{u€el0,1]4: (0,u)EA} MB(j)(dsa du) lf] = 17 Ry 2
f(U,t]XA ﬂ{0<|z‘§t}|Z‘MJ(dS,dZ, du) ifj =P + 1.

It is easy to check that M) is an orthogonal (IF, P)- martingale measures on [0, T]x B(R?x [0, 1]%)
with the (deterministic) intensity

M (L, A) = {

' - dz)dud =1,
1O (ds, dz, du) = p (dz, duds -= | 0(42)duds ) ifj=1....p,
IL{0<|z\§t}|2?’ vs(dz)duds if j =p+ 1.

For the R™-valued function I;h and R™* P+ _yalued function a;, defined by

bu(s,x) ::/ bu (s, z,u)du,
[0,1]

(4,5) : . .

i 1 f1<:< 1< <L

a0 (s, 2, 2,u) = § L==01h (f,lzv,(g) flsismlsj<p,
]]'{0<|Z|§t}|z| Th (87x7 Z,U) if 1 << m,)=p+ 17

and for M = (MW, ... MP+)T the SDE (5.1) can be re-written (we omit the superscript h
of XM) as

t
Xi =20+ / bn(s, Xs—)ds +/ an (s, Xs—, z,u)M(ds,dz, du)
0 (0,t] xR2x[0,1]4

—i—/ (s, Xs—, z,u)My(ds,dz, du). (8.1)
(0,1]x{|z|>t} x[0,1]4

It follows from the condition (2.2) that

E{/ MJ(ds,dz,du)} :/ vs(dz)duds < oo,
(0,7 x{]z|>t}x[0,1]¢ (0,T)x{|z|>t}x[0,1]¢

there exists a sequence of F-stopping times 0 < 71 < --- with values on [0,7] capturing the
jump times of the Poisson point process [0,T] > t + My((0,t] x {|z| > t} x [0,1]%), where we
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set 79 := 0 and 7; := T if there is no jumps on (7j_1,7]. Then, the large jump part in (8.1) is
re-written as

’}/h(S,XS,,Z,U)MJ(dS,dZ,dU) = Z/}/h(TjaXijaAL;j)’ te [O7T] P-a.s.,

7 <t

/(O,t]x{|z|>t}><[0,1]d

where

L; = / (z,u)"My(ds,dz,du), te[0,T].
(0,6]x{|2|>t}x[0,1]

Step 1. We first construct a solution to (8.1) on [0, 71]. Consider the following SDE on [0, 7],
t
Y =co +/ bn(s,Ys—)ds —i—/ an(s,Ys—, z,u)M(ds,dz, du). (8.2)
0 (0,t] xR2x[0,1]4

In Proposition A.3, we let n = zg, f(w,s,y) = i)h(s,y), a(w, s,y,z,u) = an(s,y,z,u) and
M := M, and note that all assumptions there are fulfilled so that the SDE (8.2) with initial
condition xp has a strong unique solution which is denoted by Y™ = (Y;"),c[o,7]- Define

¥ A ift €[0,7)
t 1= o .
YO (e, Yr o, ALY) ift =7y,

Then, (Xt):c(o,-] is a unique strong solution to (8.1) on [0, 71].

Step 2. Construction of a solution to (8.1) on any [7;_1,7;], 7 > 2. Consider the interval
[T1,72]. We now need to shift the entire dynamic of (8.2) by the F-stopping time 7. Define
the filtration F™ = (F/")scjo,7] with F/* := F(7 41a7, which satisfies the usual conditions. For
j=1,....,p+1and (t,A) € [0,T] x B(R? x [0, 1]9), we set

MU (8, A) := MO (1 +t) AT, A) — MY (11, A).
According to Lemma A.2, ./\/l(le) is an orthogonal (F™, P)-martingale measure with (F-predictable)
intensity M given by
1
/’LMs_Jl) (dS, dz, du) = 11(0, T—71] (S)I'L‘(I'Jl)*FS (dZ, d’LL)dS

Consider the following SDE on (2, F,F™ P) with initial condition X, ,
t
i =X, +/ Lo, 7—r](8) bn(71 + 5, Y5 )ds
0
+ / Lo, 7—71(8) an(m1 + 8, Ys—, 2, u) M7, (ds, dz, du) (8.3)
(0,¢] xR x[0,1]4

where M, = (./\/IT1 . ./\/l(p—i_1 )T. In Proposition A.3, we let n = X,,, M := M,,, and

Bw,$,y) = L0, 7 (w)) (5) b (11 (w) + 5,7),
oz(w, 59,2, u) = ]]-(0 T—Tl(w)](s) CALh(Tl(W) +5,Y, %, U)
Then, a is Ppri @ B(R™)@B(R % [0, 1)) /B(R™*(P+1))-measurable and § is Pgri @ B(R™)/B(R™)-
measurable. Moreover, for any (w, s,y1,v2),
1B(w, 5,51) — Bw, 5, y2)| = Lo, 7y ()] (8) |bu(T1(w) + 5,31) — bu(T1(w) + 5,2)| < KLiplyr — 12,

/R o1 2 (w, 5,91, 2,u) — o™ (w, s, y1, z,u)lzll(ovT_Tl(w)](s)u(T{)( (dz,du)
ax10,

w)+s

= /R o jag? (71 (w) + 5,51, 2,0) — 4l (@) + 5,91, 2,0 P L7 r, () ()], (A2, du)
X

< Kfiplyr — 2l
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and

T
/o L(0,7—m ()] (8) [bu(T1(w) + 5,0)[*ds = /

0

T—71(w)

T
b(r1 () + 5, 0)[2ds < / b (s, 0) %ds,
0

T . )
/ /qu[o .y iy (11 (@) + 5,0, 2,10) P10, 7y () ()Y | 4 o (A2, du)dls

T . )
<[ a0 e duds
0 JRax[0,1]¢

It thus follows from Proposition A.3 that (8.3) admits a unique strong solution Y™ = (Y;™)cjo,7)
on (£, F,F™,P) with initial condition Xr,. Set ¥, := 1|, 71(¥)Y;", . Then, by approximating
71 from the right by discrete F-stopping times, we infer that ¥, is F;-measurable and we derive
from (8.3) and Lemma A.2 that, for t € [, T],

t
V=X, +/ bh(s,}gT_l)ds+/ Lir, 11(8) an(s, Y2, 2, u) M(ds, dz, du).
T (0,¢] xRax[0,1]4
We define

X, ?Tl ifte [7’1,7‘2)
TV (e, VL AL it =,

T2— T2

Then, X solves (8.1) on [r1, T2].

Iterating this procedure we obtain a strong solution to (8.1) on all intervals [7;_1,7;], j € N,
and thus, on the entire [0,7]. The uniqueness of X on [0, 7] follows from its uniqueness on all
[Tj_l, Tj], j € N.

Step 3. For the martingale problem, we first notice that Ly, f is finitely defined on [0, 7] x R™
due to the conditions imposed on the coefficients and the boundedness of the partial derivatives
of f. Note that the continuous martingale part of X® has the predictable quadratic variation

[

i,7=1

A ’])(3 X w)du)ds
[0,1]

by Proposition 1-6(2) in [19], cp. the proof of Lemma 6.1 in [2] for more details. We may, thus,
apply It6’s formula for X and f € C?(R™) to get, a.s.,

f(X f(%)

) s,Xi‘_,u du) ds
/ 51‘@ )(/[o,l}d b ( )

+1/t i Of (Xh) A(i’j)(s X w)du )ds
2 0 i al’zaxj 5 [0,1]4 h s

t . h ) ) ) )
+/0/{0<|Z<t}x[01d <f(Xs + (s, Xo,z,u)) — f(XL) — (9:1: (X! ) (s XB 2 ) ) vs(dz)duds

+ local martingale terms
t
= / (Lnf)(s, X2 )ds + local martingale terms.
0

Since f has compact support, the local martingale terms become a proper bounded martingale.
Hence, the law of X! solves the said martingale problem above. O
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APPENDIX A. SDES DRIVEN BY ORTHOGONAL MARTINGALE MEASURES

A.1. Martingale measures and integration. We briefly recall the notion of martingale mea-
sure initiated by Walsh [33]. We consider here the finite time interval [0, 7] but note that the
discussion below can be readily extended for [0,00). Let (E,dg) be a complete and separable
metric space equipped with its Borel o-field B(E). A mapping M: Q x [0,T] x B(E) — R is
called an (F,P)-martingale measure on [0,T] x B(E) if:
(1) For A € B(E), (M(t, A))efo,) is an L?(P)-martingale adapted with F and M (0, A) = 0;
(2) For t € [0,T] and disjoint A, B € B(E), one has M(t,AUB) = M(t,A) + M(t, B) a.s.;
(3) There exists a non-decreasing sequence (Ey)neny C B(E) with UpenE,, = E such that
(a) For any n € N, sup scp(p,) 1M (T, A)[|L2 @) < 00;
(b) For any n € N, one has || M (T, A)||r2@) — 0 for all decreasing sequence (Ag)ren €
B(En) with NpenAr = (.
An (F,P)-martingale measure M is said to be continuous if [0,7] > t — M (t, A) is continuous
for all A € B(E). Note that, due to the usual conditions, we always choose the cadlag version
of the martingale M(-, A) for any A € B(E).

An (F,P)-martingale measure M is orthogonal if M (-, A)M (-, B) is an (F,P)-martingale for
any disjoint A, B € B(E). It is indicated by Walsh [33] (see also [19, Theorem I-4]) that if
an (F,P)-martingale measure M is orthogonal, then there is a random positive finite measure
par on B([0,T] x E), which is F-predictable (i.e. (1ar((0,t] X A))sejo, is F-predictable for all
A € B(E)), such that

pa((0,8] x A) = (M(-, A)), P-as., VY(t,A)€[0,T] x B(E).
The measure p s is then called the intensity measure of M. Moreover, for ¢t € [0,T], A, B € B(E),
<M('7 A)? M('? B)>t = <M(7 AN B))t = NM((Ov t] X (A n B)) P-a.s.
The stochastic integrals driven by an orthogonal martingale measure M can be constructed
via the It6’s approach (see [19, 33]) as follows: We first define the integrals for F-predictable
simple integrands H, and then, extend the integrals for H € L2(F, ups) by the denseness, where
L2(F, pupz) is the collection of all F-predictable H with E[fOTfE H(t,z)?pp(dt,dz)] < oo.

Assume that the intensity pys of M satisfies pp({t} x E) =0 for all t € [0,7] a.s. Then, by a
localization argument, one can extend the stochastic integrals driven by M for H € L2 (F, ),
where L2 (F, uas) consists of all F-predictable H with fOTfE H(t,x)*up(dt,dr) < oo a.s. (see,

e.g., 21, Chapter 13] for continuous M ). We refer to [2] for further details.
The following two lemmas are standard and their proofs can be found in [2].

Lemma A.1. Let M be an orthogonal (F,P)-martingale measure with intensity upr. Then, for
any F-stopping times o,7: Q — [0,T] with o < 7, A € B(FE), and any bounded F,-measurable
h: Q — R, one has, a.s.,

/ B 1 (5) La(e) M(ds, de) = h{M (r, A) — M(c, A)].
(0,T|xE

Lemma A.2. Let M be an orthogonal (F,P)-martingale measure with intensity ppr(ds,de) =
ps(de)ds for some transition kernel {(w,s, A) — ps(w, A), (w,s) € Q x [0,T],A € B(E)}. For
an F-stopping time 7: Q — [0, T], we define F™ = (F] )icpo,r) with F{ := Fryyar and

M, (t, A) == M((r +t) AT, A) — M(r,A), (t,A) € [0,T] x B(E).

Then, M; is an orthogonal (F™,P)-martingale measure with (F™-predictable) intensity pys. (ds, de) =
Lo, 7—7)(8)pir+s(de)ds. Moreover, for g: Qx[0, T|xE — R with {(w, s,€) = Lir(), 7)(5)g9(w, s,€)} €

LIQOC(F?)LLM)7 one has {(w757e) = R(O,T—T(w)}(s)g(va(w) + 376)} € LIQOC(FT7)LLMT) G//Ld, a.s.,

| a0t sde) = [ glrseLior g (9)Mr(ds, de),
(0,T]xE (0,T)xE

where the stochastic integrals in the left-hand side and the right-hand side are constructed in
relation to F and F™, respectively.
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A.2. SDEs driven by orthogonal martingale measures. Let {M(l),...,M(f)} be a col-
lection of (cadlag) (I, P)-martingale measures on [0, 7] x B(E). Assume that each M) is an
orthogonal martingale measure with (random) intensity measure p9) satisfying

P (w,ds,de) = p) (w,de)ds P-as. w e Q

for some transition kernel {(w, s, A) — ,ugj)(w,A), (w,s) € x[0,T,Ae B(E)}, j=1,...,¢L
Let 8: Qx[0, T]xR™ — R™ be Pr@B(R™)/B(R™)-measurable, a:: Qx[0, T]xR™x E — R™**
be Pr @ B(R™) @ B(E)/B(R"™*¢)-measurable and consider the following m-dimensional SDE

¢
Yi=Yo —i—/ B(s,Ys_)ds +/ a(s,Ys—,e)M(ds,de), te0,T], (A1)
0 (0,t]xE

for some given Fp-measurable R"-valued random variable Y, and for M := (M O M (Z))T.

Proposition A.3. Assume that there exist constants Kg, Ko > 0 not depending on (w, s,y1,y2)
such that, for P-a.s. w € Q and for all s € [0,T], y1,y2 € R™,

|B(wasay1) - ,B(W,S,yg)‘ < K,3|y1 - y2|7

m /L
4030 [ 1060w 51,0) = w5, ) W) (1 de) < K2l — e
i=1 j=1

and that

T m. LT
K ::E[T/ |B(s,0)\2ds+4€ZZ/ / 1al™) (5,0, e)]? u (de)ds| < oo.
0 0o JE

i=1 j=1

Then, for any Fo-measurable initial condition Yy, the SDE (A.1) has a unique (up to an indis-
tinguishability) strong solution Y .

Proof. See [2]. O

Remark A.4. The proof of Proposition A.3 reveals that, if in addition Yy € L?(P) then the
strong solution of (A.1) satisfies

E[ sup |Yt|2] < K(1+E[|Y*)

0<t<T

for some constant K > 0 depending only on K,, Kg, Ko, T'.
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