
A Limit Theorem Clarifying the Physical Origin of Fractional

Brownian Motion and Related Gaussian Models of Anomalous

Diffusion

Christian Bender*, Yana A. Butko�, Mirko D’Ovidio�, Gianni Pagnini§

December 3, 2024

Abstract

We consider a dynamical system describing the motion of a test-particle surrounded by N
Brownian particles with different masses. Physical principles of conservation of momentum
and energy are met. We prove that, in the limit N → ∞, the test-particle diffuses in time
according to a quite general (non-Markovian) Gaussian process whose covariance function is
determined by the distribution of the masses of the surround-particles. In particular, with
proper choices of the distribution of the masses of the surround-particles, we obtain fractional
Brownian motion, a mixture of independent fractional Brownian motions with different Hurst
parameters and the classical Wiener process. Moreover, we present some distributions of
masses of the surround-particles leading to limiting processes which perform transition from
ballistic to superdiffusion or from ballistic to classical diffusion.

Keywords: fractional Brownian motion, limit theorems for stochastic processes, anoma-
lous diffusion, heterogeneous environment, crowded environment

1 Introduction

Experimentally well-established [14, 1, 10, 6], anomalous diffusion (AD) is a phenomenon observed
in many different natural systems belonging to different research fields [22, 15, 13]. In partic-
ular, AD has become foundational in living systems after a large use of single-particle tracking
techniques in the recent years [20, 27, 28]. Generally speaking, AD labels all those diffusive pro-
cesses that are governed by laws that differ from that of classical diffusion, namely, all those cases
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when particles’ displacements do not accommodate to the Gaussian density function and/or the
variance of such displacements does not grow linearly in time.

In the present paper, we propose an attempt for establishing the physical origin of AD within
the picture of a test-particle kicked by infinitely many heterogeneous surrounding particles. We
consider a stochastic dynamical system where the microscopic thermal bath is the forcing for
the mesoscopic Brownian motion of a bunch of N particles that embody the environment of a
single test-particle. Physical conservation principles, namely the conservation of momentum and
the conservation of energy, are met in the considered particle-system in the form of a coupling
between the test-particle and the surround and the fluctuation-dissipation theorem for the motion
of the surround-particles [7], respectively. The key feature of the considered particle-system is
the distribution of the masses of the particles that compose the surround of the test-particle.
When the number of mesoscopic Brownian particles N is large enough for providing a crowded
environment, then the test-particle displays a particular AD motion specifically characterised by
the distribution of the masses of the surround-particles. More precisely, we prove that, in the limit
N → ∞, the test-particle diffuses in time t ≥ 0 according to a quite general (non-Markovian)
Gaussian process (Zt)t≥0 with stationary increments characterised by a covariance function

Cov(Zt, Zs) = D (v(t) + v(s) − v(|t− s|)) , (1)

where v(·) is determined by the distribution of the masses of the surround-particles and the
constant D depends on the strength of the coupling between the test particle and the surround-
particles. In particular, for a proper choice of the distribution of the masses of the surround-
particles, we obtain, as a special case, fractional Brownian motion (fBm) with Hurst parameter
H ∈ (1/2, 1). In this respect, we remind that the fBm has experimentally turned out to be the
underlying stochastic motion in many living systems, see, inter alia [19, 30, 33]. In this paper,
we present also some distributions of masses of the surround-particles which lead to a mixture of
independent fBms with different Hurst parameters or to the classical Wiener process as the limit-
ing process (Zt)t≥0. Moreover, we present some distributions of masses of the surround-particles
leading to limiting processes which perform a transition from ballistic diffusion to superdiffusion,
or from ballistic diffusion to classical diffusion. We expect that our approach allows to cover also
the case of subdiffusive limiting processes after introducing a suitable potential into the considered
particle-system, this is however left for a future paper.

The Brownian motion of the mesoscopic surround-particles is actually described through the
under-damped Langevin equation. Namely, the velocity is provided by an Ornstein–Uhlenbeck
process and the position by the integration in time of the velocity according to kinematics.
Within this setting, the proof of our limit theorem exploits that, conditionally on the masses of
surround-particles, the dynamics of the test particle is Gaussian, and we can make use of the
theory of mixing convergence (see, e.g., [9]) to pass to a suitable scaling limit. The scaling is,
however, worse than in the classical Central-Limit-Theorem (CLT), which is compensated by good
properties of the Ornstein–Uhlenbeck process. The present result pushes forward in a rigorous
way a preliminary analysis [5] aimed to derive models for AD on the basis of an unspecified
(conditionally) Gaussian process generated by the superposition of Ornstein–Uhlenbeck processes.

Furthermore, the constant D in formula (1) depends on the coupling parameter between the
test-particle and the surround (via the constant Cα appearing in Assumption 2.2 below). There-
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fore, if we consider several independent and identical copies of the same mesoscopic Brownian-
surround and we immerse into any copy of this surround a single replication of a number of
replicae of a test-particle that are all built-up of the same art but each with its own individual
characteristics, we may obtain different coupling parameters and hence different coefficients D for
the covariance of the limiting Gaussian process (Zt)t≥0 from different copies of the experiment.
This is the case, for example, when our test-particle is a complex macromolecule which may differ
from its replicae because of its individual structure features, shape, hydrodynamic radius, etc.
These last considerations may serve as a physical basis for the formulation of AD also within the
framework of the superstatistical fBm [24, 23, 18, 11], where further randomness is provided by a
distribution of the diffusion coefficients associated to each diffusing test-particle, and also within
the framework of its generalisation called diffusing-diffusivity approach [3, 2, 32, 31, 29, 4], where
the diffusion coefficient of each test-particle is no longer a random variable but a process. In
this respect, we remind that the experimental evidences of a population of diffusion coefficients
have been reported, for example, in the motion of mRNA molecules in live E. coli cells [18],
β-adrenergic receptors [8] and dendritic cell-specific intercellular adhesion molecule 3-grabbing
nonintegrin (DC-SIGN) [21]. Thus, the superstatistical fBm [23, 18, 11, 25, 16, 17] together
with the diffusing-diffusivity approach [3, 2] stand as promising methods. Rigorous mathematical
exploration of the connection between our present results (with additional randomness affecting
the constant D) and models of AD within the framework of superstatistical fBm, or diffusing-
diffusivity, are left for our further research.

The paper is organised a follows. In Section 2, we state the problem and present the main
result together with some special cases. Its detailed proof is reported in the following Section 3.

2 Statement of the problem and main result

In the sequel, we consider the motion of a test-particle with mass M that is immersed into a
surround composed by a heterogeneous ensemble of N Brownian particles with positive masses
mk,N , k = 1, . . . , N , positions Y k,N

t and velocities Uk,N
t , N ∈ N. Let XN

t be the position and V N
t

be the velocity of the test-particle. This system of particles is described by the following system
of Langevin equations:

dXN
t = V N

t dt , XN
0 = 0 ,

dV N
t = 1

M

∑N
k=1

(
βk,NUk,N

t dt− αk,NV N
t dt

)
, V N

0 = 0 ,

dY k,N
t = Uk,N

t dt , Y k,N
0 = yk,N0 ,

dUk,N
t = F (Uk,N

t , V N
t ,mk,N , αk,N , βk,N

0 , βk,N )dt +

√
2σk,N

0

mk,N
dW k

t , Uk,N
0 = uk,N0 ,

k = 1, . . . , N ,

(2)

where (W 1
t )t≥0, . . . , (W

n
t )t≥0, . . . is a sequence of independent Wiener processes on some proba-

bility space (Ω,F ,P), αk,N , βk,N
0 , βk,N , k = 1, . . . , N , N ∈ N, are positive coupling constants and

σk,N
0 > 0 is the noise amplitude.

In view of establishing the physical origin of AD, we set system (2) such that conservation
principles are met, that is i) the conservation of momentum and ii) the conservation of energy, this
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last in the form of the fluctuation-dissipation theorem for the diffusion of the surround particles.
Therefore, we have for all k = 1, . . . , N

F (Uk,N
t , V N

t ,mk,N , αk,N , βk,N
0 , βk,N ) = −

βk,N
0 + βk,N
mk,N

Uk,N
t +

αk,N

mk,N
V N
t , (3)

and the fluctuation-dissipation theorem implies(
βk,N
0 + βk,N

)
κBT = σk,N

0 , k = 1, . . . , N , N ∈ N , (4)

where κB and T are the Boltzman constant and the temperature, respectively. Furthermore, we
impose the following assumption:

Assumption 2.1. We assume that there exists a constant σ > 0 such that for any N ∈ N and
any k = 1, . . . , N , √

σk,N
0

mk,N
=

√
σ . (5)

Therefore, combining (3), (4) and (5) and using γ := σ
κBT , we obtain the followng system of

equations:



dXN
t = V N

t dt , XN
0 = 0 ,

dV N
t = 1

M

∑N
k=1

(
βk,NUk,N

t dt− αk,NV N
t dt

)
, V N

0 = 0 ,

dY k,N
t = Uk,N

t dt , Y k,N
0 = yk,N0 ,

dUk,N
t = −γmk,NUk,N

t dt +
αk,N

mk,N
V N
t dt +

√
2σdW k

t , Uk,N
0 = uk,N0 ,

k = 1, . . . , N .

(6)

For each fixed t0 > 0, we are interested in the behaviour of the system (6) during the time
interval [0, t0] in the limit N → ∞. In order to streamline the notation, we write g1 ≃ g2 if and
only if g1(N)/g2(N) → 1 as N → ∞, g1 ∝ g2 if and only if ∃C > 0 such that g1 ≃ C g2, and
g1 ≲ g2 if and only if ∃C > 0 such that g1 ≤ C g2 for all N ∈ N. In the sequel, we impose the
following conditions on the parameters of system (6):

Assumption 2.2. For given parameters a > 0, b > 0, Cα > 0, Cβ > 0, we assume that

αk,N ≃ CαN
−a, k = 1, . . . , N,

βk,N ≃ CβN
−b, k = 1, . . . , N.

Assumption 2.3. (i) For each fixed N ∈ N, we assume that m1,N , . . . ,mN,N are i.i.d. random
variables on the same probability space (Ω,F ,P) with distribution µN supported in [mN

min,∞) ⊂
(0,∞). We suppose that

mN
min ≃ N−d for some d ∈ R
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and there exist constants δ ≥ 0 and Cδ > 0, a sequence (m∗
N )N∈N and a nondecreasing function

v̇ : [0, t0] → [0,∞) such that

m∗
N ≃ CδN

−δ and
eN (t)

m∗
N

↑ v̇(t), t ∈ [0, t0].

Here,

eN (t) :=

∫
(0,∞)

1 − e−γyt

y2
µN (dy),

and we will use the notation v(t) :=
∫ t
0 v̇(τ)dτ. Moreover, we assume that there exists d′ ∈ R such

that ∫
(0,∞)

y−4µN (dy) ≲ Nd′ .

(ii) Furthermore, let M := (m1,N , . . . ,mN,N )N∈N denote the collection of all random masses. We
assume that M is a family of independent random variables and that all random variables mk,N ,
N ∈ N, k = 1, . . . , N , are independent also from the Wiener processes (W 1

t )t≥0, . . . , (W
n
t )t≥0, . . ..

Note that, since mk,N are random, so are σk,N
0 and βk,N

0 due to Assumption 2.1 and equal-
ity (4).

Assumption 2.4. For a part of our results, we will use also the following additional assumptions
on the distribution µN . They are either

(i) There exist ε > 1 and C = C(ε, t0) > 0 such that the variance function v(t) satisfies

v(t) ≤ Ct1+ε, t ∈ [0, t0]. (7)

Moreover, there exist ϵ ∈ (0, 1), C = C(ϵ) > 0 and N0 ∈ N such that for every N > N0

1

m∗
N

(∫
(0,∞)

[
γ

y
1{0<y≤1} +

γϵ

y2−ϵ
1{y>1}

]
µN (dy)

)
< C. (8)

or

(ii) The masses mk,N , k = 1, . . . , N , N ∈ N, are deterministic, i.e. the distribution µN is
the Dirac measure concentrated at some point on (0,∞); this point may depend on N .
Moreover, there exists C = C(t0) > 0 such that

v(t) ≤ Ct, t ∈ [0, t0]. (9)

Assumption 2.5. We assume that
(
uk,N0 , N ∈ N, k = 1, . . . , N

)
is a family of independent ran-

dom variables which are independent also from all Wiener processes (W 1
t )t≥0,..., (Wn

t )t≥0, . . ..

And, given M, uk,N0 has Gaussian distribution N (0, σ/(γmk,N )), k = 1, . . . , N .
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Assumption 2.6. We pose the following conditions on the parameters:
0 < a < 1, b > 0, d, d′ ∈ R, δ ≥ 0,
2(a− b) − δ = 1,
d′ < 5 + 8(b− a)
b > d.

The main result of this paper is the following theorem:

Theorem 2.1. (i) Fix any t0 > 0. Under Assumptions 2.1, 2.2, 2.3, 2.5, 2.6, consider a centered
Gaussian process (Zt)t∈[0,t0] with covariance function

Cov(Zt, Zs) =

(
2σC2

βCδ

γ2C2
α

)
1

2
(v(t) + v(s) − v(|t− s|)) .

Then the processes
(
XN

t

)
t∈[0,t0] in (6), N ∈ N, converge as N → ∞ to (Zt)t∈[0,t0] in finite

dimensional distributions.

(ii) If, additionally, Assumption 2.4 (i) or Assumption 2.4 (ii) is true, the processes
(
XN

t

)
t∈[0,t0]

in (6), N ∈ N, converge as N → ∞ to (Zt)t∈[0,t0] in distribution on the space C[0, t0] of continuous
functions from [0, t0] to R.

Remark 2.1. Note that the process (Zt)t∈[0,t0] has stationary increments. Indeed, E[Zt+h−Zt] =

0, Var(Zt+h −Zt) = 2Dv(|h|) with D :=
σC2

βCδ

γ2C2
α

and, since the process (Zt)t∈[0,t0] is Gaussian, the

distribution of Zt+h − Zt does not depend on t.

We present now some important special cases when the Assumptions 2.2, 2.3 (i), 2.4, 2.6
are satisfied and then outline the ideas of the proof. The rigorous proof of Theorem 2.1 with all
technical details is given in the next Section.

Example 2.1. Suppose ν is the Lévy measure of a pure jump subordinator with Laplace expo-
nent Φ(λ) =

∫
(0,∞)(1 − e−λy)ν(dy). We assume that ν is continuous and

∫
(1,∞) y

2ν(dy) = ∞.

Now, fix d, δ > 0 and define sequences (mN
max)N∈N and (mN

min)N∈N via mN
min := N−d and∫

(0,mN
max]

y2ν(dy) = N δ. We consider the distribution µN given by

dµN

dν
(y) = m∗

Ny21(mN
min,m

N
max]

(y), (10)

where the normalizing constant m∗
N turns µN into a probability measure. Then, m∗

N ≃ N−δ and
for any t0 > 0 and any t ∈ [0, t0]

eN (t)

m∗
N

=

∫
(mN

min,m
N
max]

(1 − e−γyt) ν(dy) ↑ Φ(γt) =: v̇(t).

Note that Φ(·) is nonnegative and nondecreasing as a Bernstein function. The limiting variance
function is then

v(t) =

∫ t

0
Φ(γτ)dτ.
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Moreover, since the Lévy measure of any subordinator satisfies the condition
∫
(0,∞) 1∧ y ν(dy) <

∞, we have ∫
(0,∞)

y−4µN (dy) = m∗
N

∫
(mN

min,m
N
max]

y−2ν(dy)

≤ m∗
N

(
(mN

min)−3

∫
(mN

min,1]
yν(dy) +

∫
(1,∞)

ν(dy)

)
≲ N3d−δ.

Hence, we may take d′ = 3d − δ. And Assumption 2.3 (i) is satisfied. Then, Assumption 2.6 is
satisfied in the following situation:

b ∈ (0, 1/2), a ∈ (b + 1/2, (b + 2/3) ∧ 1), δ = 2(a− b) − 1, d < (4/3 − 2(a− b)) ∧ b.

Furthermore, condition (8) of Assumption 2.4 has then the following view:

∃ ϵ ∈ (0, 1) and C = C(ϵ) > 0 :

∫
(1,∞)

yϵν(dy) ≤ C, (11)

since the condition
∫
(0,1] yν(dy) < ∞ is satisfied by the Lévy measure of any subordinator.

Let us consider now some special cases of the above setting:

(i) Fractional Brownian Motion: Let H ∈ (1/2, 1) and let ν be the Lévy measure of the
(2H − 1)-stable subordinator, i.e.,

ν(dy) := 1(0,∞)(y)y−2Hdy.

We define µN in accordance with (10). Note that mN
max = (3 − 2H)

1
3−2H N

δ
3−2H . Since

Φ(λ) =
Γ(2 − 2H)

2H − 1
λ2H−1,

we find the variance function

v(t) =
Γ(2 − 2H)γ2H−1

2H(2H − 1)
t2H .

Hence, up to a multiplicative factor, the limiting process is a fractional Brownian motion with

Hurst parameter H. Condition (7) is satisfied, e.g., with ε := 2H − 1 and C := Γ(2−2H)γ2H−1

2H(2H−1) ;

condition (11) is satisfied with any ϵ ∈ (0, 2H − 1). Hence, Assumption 2.4 (i) is satisfied.

(ii) A Mixture of Fractional Brownian Motions with Different Hurst Parameters: Let
K ∈ N and H1 < . . . < HK with H1, HK ∈ (1/2, 1). Let

ν(dy) := 1(0,∞)(y)
K∑
k=1

y−2Hk dy.
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We define µN in accordance with (10). Then

Φ(λ) =
K∑
k=1

Γ(2 − 2Hk)

2Hk − 1
λ2Hk−1,

and we find the variance function

v(t) =
K∑
k=1

Γ(2 − 2Hk)γ2Hk−1

2Hk(2Hk − 1)
t2Hk .

Hence, the limiting process is a sum of independent fractional Brownian motions with Hurst
parameters H1, . . . ,HK (up to multiplicative factors). In this case, the character of anomalous

diffusion changes with time: v(t) ≈ Γ(2−2H1)γ2H1−1

2H1(2H1−1) t2H1 for small t and v(t) ≈ Γ(2−2HK)γ2HK−1

2HK(2HK−1) t2HK

for large t. Assumption 2.4 (i) is satisfied, e.g., with ε := 2H1 − 1 and ϵ ∈ (0, 2H1 − 1).

(iii) Further couples (ν,Φ) satisfying the setting (cp. [26]):

ν(dy) :=
(2 − y)e−1/y + y

2
√
πy5/2

dy and Φ(λ) :=
√
λ
(

1 − e−2
√
λ
)

;

ν(dy) :=
1 − e−y(1 + y)

y2
dy and Φ(λ) := λ log(1 + 1/λ).

Example 2.2. Suppose ν is the Lévy measure of a pure jump subordinator with Laplace exponent
Φ(λ) =

∫
(0,∞)(1 − e−λy)ν(dy). We now assume that

∫
(1,∞) y

2ν(dy) < ∞. Let mN
min = N−d for

some d > 0 and consider the distribution µN given by

dµN

dν
(y) = m∗

Ny21(mN
min,∞)(y), (12)

where the normalizing constant m∗
N turns µN into a probability measure. Therefore, m∗

N ≃
(
∫
(0,∞) y

2ν(dy))−1, i.e., δ = 0. Moreover

eN (t)

m∗
N

:=

∫
(mN

min,∞)
(1 − e−γyt) ν(dy) ↑ Φ(γt) =: v̇(t),

leading, as before, to the limiting variance function

v(t) =

∫ t

0
Φ(γτ)dτ.

A similar reasoning as before shows∫
(0,∞)

y−4µN (dy) ≤ m∗
N (mN

min)−3

∫
(mN

min,∞)
yν(dy) ≲ N3d.

Hence, we may take d′ = 3d. And Assumption 2.3 (i) is satisfied. Assumption 2.6 is, then,
satisfied in the following situation:

b ∈ (0, 1/2), a = b + 1/2, d < (1/3) ∧ b.
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Condition (8) of Assumption 2.4 has again the form (11) and is satisfied for any N ∈ N and any
ϵ ∈ (0, 1].

Let us consider now some special cases of the above setting:

(i) Transition from Ballistic Diffusion to Superdiffusion: Let H ∈ (1/2, 1) and let ν be
the Lévy measure of a tempered (2H − 1)-stable subordinator, i.e.,

ν(dy) := 1(0,∞)(y)e−yy−2Hdy.

Hence,
∫
(0,∞) y

2 ν(dy) < ∞. We define µN in accordance with (12). Then (cp. [26]),

Φ(λ) = (λ + 1)2H−1 − 1.

Hence, we obtain the variance function v(t) = (γt+1)2H−1
2Hγ − t. In this case, the character of

anomalous diffusion changes with time: v(t) ≈ Ct2 for small t and v(t) ≈ Ct2H for large t.
Condition (7) is then satisfied, e.g., with ε := 2H − 1. Hence, Assumption 2.4 (i) is true.

(ii) Transition from Ballistic Diffusion to Classical Diffusion: Let ν be the following Lévy
measure:

ν(dy) := 1(0,∞)(y)γe−γydy.

Hence,
∫
(0,∞) y

2 ν(dy) < ∞. We define µN in accordance with (12). Then (cp. [26]),

Φ(λ) =
λ

λ + γ
.

Hence, we obtain the variance function v(t) = t − log(t + 1). In this case, the character of
anomalous diffusion changes with time: v(t) ≈ Ct2 for small t and v(t) ≈ t for large t. Therefore,
condition (7) is satisfied for any ε ∈ (0, 1] with some suitable constant C = C(ε, t0) > 0.

(iii) Further couples (ν,Φ) satisfying the setting (cp. [26]):

ν(dy) = 1(0,∞)(y)e−yy−1dy, Φ(λ) = log(1 − λ);

ν(dy) = 1(0,1)(y)
1

Γ(1 − α)
e−yy−αdy, Φ(λ) = 1 − (1 + λ)α−1, α ∈ (0, 1).

Example 2.3. In this example, the masses mk,N , k = 1, . . . , N , N ∈ N, are deterministic.

(i) Classical Diffusion: Fix some δ > 0 and define µN to be the Dirac measure concentrated at
N δ/2. Then,

N δeN (t) =

∫
(0,∞)

1 − e−γyt

y2
µN (dy) = 1 − e−γNδ/2t ↑ 1(0,t0](t)

leading to v(t) = t, and, hence, to a Wiener process as limiting process. Hence, Assumption 2.4 (ii)
is satisfied. Further, we may take d = −δ/2 < 0 and m∗

N = N−δ. Moreover,∫
(0,∞)

y−4µN (dy) = N−2δ,
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i.e., d′ = −2δ < 0. With such choice of parameters, Assumption 2.3 (i) is satisfied. Assumption 2.6
is, then, satisfied in the following situation:

b ∈ (0, 1/2), a ∈ (b + 1/2, (b + 3/4) ∧ 1), δ = 2(a− b) − 1.

(ii) Transition from Ballistic Diffusion to Classical Diffusion: Let now the masses mk,N ,
k = 1, . . . , N , N ∈ N be deterministic and do not change with N , say, µN is the Dirac measure
concentrated at 1. Then mN

min = 1, d = 0,

eN (t) =

∫
(0,∞)

1 − e−γyt

y2
µN (dy) = 1 − e−γt = v̇(t),

and hence δ = 0, m∗
N = 1, d′ = 0. With such choice of parameters, Assumption 2.3 (i) is satisfied.

Assumption 2.6 is, then, satisfied in the following situation:

b ∈ (0, 1/2), a = b + 1/2.

The variance function is v(t) = t+ 1
γ

(
e−γt − 1

)
. In this case, the character of anomalous diffusion

changes with time: v(t) ≈ Ct2 for small t and v(t) ≈ t for large t. Hence, Assumption 2.4 (ii) is
satisfied.

Below we outline the ideas and the structure of the proof of Theorem 2.1. A complete rigorous
proof can be found in the next Section.

Step 1: We show that we may neglect the drift terms
αk,N

mk,N
V N
t dt in the system (6) when N → ∞.

Hence, we may replace the processes (Uk,N
t )t∈[0,t0] in the system (6) by the corresponding Ornstein-

Uhlenbeck processes (Ũk,N
t )t∈[0,t0],

Ũk,N
t := uk,N0 e−γmk,N t +

√
2σ

∫ t

0
e−γmk,N (t−s)dW k

s , k = 1, . . . , N. (13)

Therefore, solving the ODEs in the first two lines of the system (6), we may approximate the

position of the test-particle as N → ∞ by the process
(
X̃N

t

)
t∈[0,t0]

, given by

X̃N
t :=

∫ t

0
Ṽ N
τ dτ :=

1

M

∫ t

0
e−

AN
M

s
N∑
k=1

βk,N

∫ t

s
Ũk,N
τ−sdτds, t ∈ [0, t0], (14)

where AN :=
∑N

k=1 αk,N .

Step 2: We show that, as N → ∞, the process
(
X̃N

t

)
t∈[0,t0]

can be approximated by the process(
Z̃N
t

)
t∈[0,t0]

, where

Z̃N
t :=

1

AN

N∑
k=1

βk,N

∫ t

0
Ũk,N
τ dτ. (15)

10



Step 3: We show that the processes
(
Z̃N
t

)
t∈[0,t0]

, N ∈ N, converge in a suitable sense to the

process (Zt)t∈[0,t0] as in the statement of Theorem 2.1. Finally, combining the results of all three
steps, we obtain the statement of the Theorem.

Remark 2.2. Pay attention, that the scaling coefficients
βk,N

AN
≃ CNa−b−1. In the case δ = 0,

this scaling correspond to the scaling in the classical Central Limit Theorem. In the case δ > 0,
this scaling is worse than that one in the Central Limit Theorem since a − b − 1 > −1/2 due
to Assumption 2.6. This is however compensated by the good properties of Ornstein-Uhlenbeck
processes (ŨN

t )t∈[0,t0].

3 Proofs

Let us start with some preparatory results. In the sequel, we use the constant C > 0 which may
change from line to line but is always independent of N, k,M, t and any other time indices. We
denote by E[· |M] the expectation given M.

Lemma 3.1. Under Assumptions of Theorem 2.1 (i) consider the Ornstein-Uhlenbeck processes
given by (13). Then we have

E
[
Ũk,N
t Ũk,N

s |M
]

=
σ

γmk,N
e−γmk,N |t−s|. (16)

Proof. Due to independence of uk,N0 and the Wiener process W k, we have

E
[
Ũk,N
t Ũk,N

s |M
]

= E[(uk,N0 )2 |M]e−γmk,N (t+s) + 2σe−γmk,N (t+s)E

[(∫ t∧s

0
eγmk,N τdW k

τ

)2 ∣∣M]

=
σ

γmk,N
e−γmk,N (t+s) + 2σe−γmk,N (t+s)

∫ t∧s

0
e2γmk,N τdτ

=
σ

γmk,N
e−γmk,N |t−s|.

3.1 Step 1: Elimination of the cross-interaction terms in equations for speeds
of surrounding particles

Lemma 3.2. Fix any t0 > 0. Let (XN
t )t∈[0,t0] be the solution of system (6) and (X̃N

t )t∈[0,t0] be
the process given in formula (14). Under Assumptions 2.2, 2.3, 2.5, 2.6, we have with a suitable
constant C > 0

E

[
sup

t∈[0,t0]

∣∣∣XN
t − X̃N

t

∣∣∣2] ≤ Cv(t0)t
2
0N

−2(b−d) exp
(
CN−2(b−d)t20

)
−→ 0, (17)

as N → ∞.

11



Proof. We first estimate |V N
t − Ṽ N

t | for (V N
t )t∈[0,t0] and (Ṽ N

t )t∈[0,t0] as in system (6) and for-
mula (14) respectively. For this aim, we consider the following weights

wτ :=
1

M

N∑
k=1

βk,Nαk,N

mk,N

∫ t

τ
e−

AN
M

(t−s)e−γmk,N (s−τ)ds

≤ 1

AN

N∑
k=1

βk,Nαk,N

mk,N
≤ CN−(b−d); (18)

wρ :=

∫ t

ρ
e−

AN
M

(τ−ρ)wτdτ ≤ C
M

AN
N−(b−d). (19)

Further, for the Ornstein-Uhlenbeck process (Ũk,N
t )t∈[0,t0] and the process (Uk,N

t )t∈[0,t0] as in
system (6), we have

d
(
Uk,N
t − Ũk,N

t

)
= −γmk,N

(
Uk,N
t − Ũk,N

t

)
dt +

αk,N

mk,N
V N
t dt.

And hence

Uk,N
t − Ũk,N

t =

∫ t

0

αk,N

mk,N
e−γmk,N (t−τ)V N

τ dτ.

Therefore, using the Fubini Theorem,

V N
t − Ṽ N

t =
1

M

N∑
k=1

βk,N

∫ t

0
e−

AN
M

(t−s)
(
Uk,N
s − Ũk,N

s

)
ds

=
1

M

N∑
k=1

βk,N

∫ t

0
e−

AN
M

(t−s)

(∫ s

0

αk,N

mk,N
e−γmk,N (s−τ)V N

τ dτ

)
ds

=

∫ t

0
V N
τ

(
1

M

N∑
k=1

βk,Nαk,N

mk,N

∫ t

τ
e−

AN
M

(t−s)e−γmk,N (s−τ)ds

)
dτ

=

∫ t

0

(
V N
τ − Ṽ N

τ

)
wτdτ +

∫ t

0
Ṽ N
τ wτdτ. (20)

Moreover, again using the Fubini Theorem,∫ t

0
Ṽ N
τ wτdτ =

∫ t

0

(
1

M

N∑
k=1

βk,N

∫ τ

0
e−

AN
M

(τ−ρ)Ũk,N
ρ dρ

)
wτdτ

=
1

M

N∑
k=1

βk,N

∫ t

0
Ũk,N
s

(∫ t

ρ
e−

AN
M

(τ−ρ)wτdτ

)
dρ

=
1

M

N∑
k=1

βk,N

∫ t

0
Ũk,N
ρ wρdρ. (21)

12



Therefore,

E

[(∫ t

0
Ṽ N
τ wτdτ

)2 ∣∣M]

=
1

M2

N∑
k=1

β2
k,N

∫ t

0

∫ t

0
E
[
Ũk,N
ρ Ũk,N

τ |M
]
wρwτdρdτ

=
C

M2

N∑
k=1

β2
k,N

∫ t

0

∫ t

0

wρwτ

mk,N
e−γmk,N |ρ−τ |dρdτ

≤ CN−2(b−d) 1

A2
N

N∑
k=1

β2
k,N

∫ t

0

∫ t

0

1

mk,N
e−γmk,N |ρ−τ |dρdτ. (22)

Since 2(a− b) − 1 − δ = 0 by Assumption 2.6,

E

[(∫ t

0
Ṽ N
τ wτdτ

)2
]

≤ CN−2(b−d) 2

A2
N

N∑
k=1

β2
k,N

∫ t

0

∫ τ

0
E
[

1

mk,N
e−γmk,N (τ−ρ)

]
dρdτ

≤ CN−2(b−d) 2

γA2
N

N∑
k=1

β2
k,N

∫ t

0
E

[
1

m2
k,N

(
1 − e−γmk,N τ

)]
dτ

= CN−2(b−d) 2

γA2
N

N∑
k=1

β2
k,N

∫ t

0
eN (τ)dτ

≤ CN−2(b−d)N−2+2a−2b+1−δv(t) = CN−2(b−d)v(t). (23)

Combining (18), (20) and (23) yields by the Fubini theorem and by the inequality ab ≤ (a2+b2)/2
for any positive a, b

E
[
|V N

t − Ṽ N
t |2

]
≤ 2E

[∣∣∣∣∫ t

0
(V N

τ − Ṽ N
τ )wτdτ

∣∣∣∣2
]

+ 2E

[∣∣∣∣∫ t

0
Ṽ N
τ wτdτ

∣∣∣∣2
]

≤ CN−2(b−d)t

∫ t

0
E
[∣∣∣V N

τ − Ṽ N
τ

∣∣∣2] dτ + Cv(t)N−2(b−d).

Since v is nondecreasing, we have by Grönwall’s inequality, for every fixed t0 > 0 and every
t ∈ [0, t0]

E
[
|V N

t − Ṽ N
t |2

]
≤ Cv(t0)N

−2(b−d) exp
(
CN−2(b−d)t20

)
.

Therefore, for every t0 > 0

sup
t∈[0,t0]

E
[
|V N

t − Ṽ N
t |2

]
≤ Cv(t0)N

−2(b−d) exp
(
CN−2(b−d)t20

)
. (24)
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Finally,

E

[
sup

t∈[0,t0]
|XN

t − X̃N
t |2
]

= E

[
sup

t∈[0,t0]

∣∣∣∣∫ t

0
(V N

s − Ṽ N
s )ds

∣∣∣∣2
]

≤ t0

∫ t0

0
E
[
|V N

s − Ṽ N
s |2

]
ds ≤ t20 sup

s∈[0,t0]
E
[
|V N

s − Ṽ N
s |2

]
.

Thus, by (24) and Assumption 2.6,

E

[
sup

t∈[0,t0]
|XN

t − X̃N
t |2
]
≤ Cv(t0)t

2
0N

−2(b−d) exp
(
CN−2(b−d)t20

)
−→ 0,

as N → ∞.

3.2 Step 2: Comparison of
(
X̃N

t

)
t∈[0,t0]

with
(
Z̃N

t

)
t∈[0,t0]

.

Lemma 3.3. For each fixed t0 > 0 consider (X̃N
t )t∈[0,t0] and (Z̃N

t )t∈[0,t0] as in formulas (14)
and (15) respectively. Under assumptions of Theorem 2.1 (i), we have

sup
t∈[0,t0]

E
[
|X̃N

t − Z̃N
t |2
]
≤ CMv̇(t0)N

a−1 −→ 0, N → ∞.

Proof. We have by formula (14) and by the Fubini theorem

X̃N
t =

1

M

N∑
k=1

βk,N

∫ t

0
e−

AN
M

s

∫ t

s
Ũk,N
τ−sdτds

=
1

M

N∑
k=1

βk,N

∫ t

0
e−

AN
M

s

∫ t−s

0
Ũk,N
τ dτds

=
1

M

N∑
k=1

βk,N

∫ t

0
Ũk,N
τ

∫ t−τ

0
e−

AN
M

sdsdτ

=
1

AN

N∑
k=1

βk,N

∫ t

0
Ũk,N
τ

(
1 − e−

AN
M

(t−τ)
)
dτ

= Z̃N
t − 1

AN

N∑
k=1

βk,N

∫ t

0
Ũk,N
τ e−

AN
M

(t−τ)dτ.
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Consider RN
t := 1

AN

∑N
k=1 βk,N

∫ t
0 Ũ

k,N
τ e−

AN
M

(t−τ)dτ . Hence, by (16) and Assumptions 2.3, 2.6,

E
[∣∣∣X̃N

t − Z̃N
t

∣∣∣2] = E
[∣∣RN

t

∣∣2]
=

1

A2
N

N∑
k=1

β2
k,N

∫ t

0

∫ t

0
e−

AN
M

(t−τ)e−
AN
M

(t−ρ)E
[
Ũk,N
τ Ũk,N

ρ

]
dρdτ

=
2

A2
N

N∑
k=1

β2
k,N

∫ t

0

∫ τ

0
e−

AN
M

(t−τ)e−
AN
M

(t−ρ)E
[

σ

γmk,N
e−γmk,N (ρ−τ)

]
dρdτ

≤ 2σ

γ2A2
N

N∑
k=1

β2
k,N

∫ t

0
e−

AN
M

(t−τ)eN (τ)dτ

≤ CN−2+2a+1−2b−δ v̇(t0)

∫ t

0
e−

AN
M

(t−τ)dτ

≤ Cv̇(t0)
M

AN
≤ CMv̇(t0)N

a−1 −→ 0, N → ∞.

3.3 Step 3: Convergence to the Gaussian Process (Zt)t∈[0,t0]

Let us introduce the following notations:

φt,s(m) :=

∫ t

0

∫ s

0

1

m
e−γm|τ−ρ|dτdρ;

ξN,t,s
k :=

σ

γA2
N

β2
k,Nφt,s(mk,N );

ηN,t,s
k := ξN,t,s

k − E
[
ξN,t,s
k

]
;

ηN,t,s :=
N∑
k=1

ηN,t,s
k ;

ξN,t,s :=

N∑
k=1

ξN,t,s
k = Cov(Z̃N

t , Z̃N
s |M),

where the last identity is due to Lemma 3.1 and (15).

Lemma 3.4. Under assumptions of Theorem 2.1 (i), we have

E
[
ξN,t,s

]
−→

(
2σC2

βCδ

γ2C2
α

)
1

2
(v(t) + v(s) − v(|t− s|)) , N → ∞.
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Proof. Let

Z̄k,N
t :=

∫ t

0
Ũk,N
τ dτ.

Since Ũk,N is (conditionally on M) a stationary Ornstein-Uhlenbeck process, Z̄k,N has stationary
increments conditionally on M. Hence, using the equality ab = 1

2

(
a2 + b2 − (a− b)2

)
for a, b > 0,

we obtain

Cov(Z̃N
t , Z̃N

s |M) =
1

A2
N

N∑
k=1

β2
k,NE[Z̄k,N

t Z̄k,N
s |M]

=
1

2A2
N

N∑
k=1

(
β2
k,N (vk,N (t) + vk,N (s) − vk,N (|t− s|))

)
, (25)

where vk,N (t) := E[(Z̄k,N
t )2|M]. Now, by Lemma 3.1,

vk,N (t) = 2

∫ t

0

∫ τ

0
E[Ũk,N

τ Ũk,N
ρ |M]dρdτ

=

∫ t

0

∫ τ

0

2σ

γmk,N
e−γmk,N (τ−ρ)dρdτ

=
2σ

γ2

∫ t

0

1 − e−γmk,N τ

m2
k,N

dτ.

Taking expectation and applying Fubini’s theorem and the monotone convergence theorem, we
obtain

N δE[vk,N (t)] =
2σ

γ2
N δm∗

N

∫ t

0

eN (τ)

m∗
N

dτ → 2σCδ

γ2
v(t). (26)

In view of (25),

Cov(Z̃N
t , Z̃N

s ) →
2σC2

βCδ

γ2C2
α

1

2
(v(t) + v(s) − v(|t− s|)) .

Lemma 3.5. Under assumptions of Theorem 2.1 (i) we have

∞∑
N=1

E
[
|ηN,t,s|4

]
< ∞.

Proof. Since E
[
ηN,t,s
k

]
= 0, we obtain by the i.i.d. property of masses m1,N , . . . ,mN,N

E
[
|ηN,t,s|4

]
= NE

[
|ηN,t,s

1 |4
]

+ 3N(N − 1)E
[
|ηN,t,s

1 |2
]2

.
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Hence

E
[
|ηN,t,s|4

]
≤ 3N2E

[(
ξN,t,s
1 − E

[
ξN,t,s
1

])4]
≤ CN2E

[∣∣∣ξN,t,s
1

∣∣∣4] . (27)

Now, ∣∣∣ξN,t,s
1

∣∣∣4 ≤ CN−8(1+b−a)
∣∣φt,s(m1,N )

∣∣4 .
Noting that

φt,s(m) =

∫ t

0

∫ s

0

1

m
e−γm|τ−ρ|dτdρ ≤ ts

m
,

we observe,

E
[∣∣∣ξN,t,s

1

∣∣∣4] ≤ Ct80N
−8(1+b−a)

∫
(0,∞)

y−4µN (dy) ≤ Ct80N
−8(1+b−a)+d′

Therefore,

∞∑
N=1

E
[
|ηN,t,s|4

]
≤ Ct80

∞∑
N=1

N−1+(8a−8b−5+d′) < ∞,

since 8a− 8b− 5 + d′ < 0 due to Assumption 2.6.

Lemma 3.6. Under assumptions of Theorem 2.1 (i), we have P-almost surely

Cov(Z̃N
t , Z̃N

s |M) −→

(
2σC2

βCδ

γ2C2
α

)
1

2
(v(t) + v(s) − v(|t− s|)) , N → ∞.

Proof. For every ε > 0, we have by Lemma 3.5 and Markov’s inequality

∞∑
N=1

P
({∣∣ηN,t,s

∣∣ > ε
})

≤ 1

ε4

∞∑
N=1

E
[
|ηN,t,s|4

]
< ∞.

Hence, ηN,t,s → 0, N → ∞, P-almost surely by the Borel–Cantelli Lemma. Therefore, the
statement follows from Lemma 3.4.

Let us now recall the notion of mixing convergence of random elements.

Definition 3.1. Let (Ω,F ,P) be a probability space. Let X be a separable metrizable topological
space endowed with its Borel σ-field B(X ). Let G ⊂ F be a sub-σ-field. A sequence (ξN )N∈N
of (X ,B(X ))-valued random elements is said to converge G-mixing to a (random element with)
probability distribution ν on X , if the conditional distributions PξN |G converge weakly to ν as
N → ∞, i.e., if for every f ∈ L1(Ω,F ,P) and every bounded continuous function h on X

lim
N→∞

E [fE [h(ξN )|G]] = E[f ]

∫
X
hdν.
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Remark 3.1. Note that the G-mixing convergence is a special case of the so called G-stable
convergence; and G-stable convergence implies also convergence in distribution (see [9] for further
details).

Lemma 3.7. Let σ(M) be the σ-field generated by the family M given in Assumption 2.3. In

the setting of Theorem 2.1 (i), the sequence of stochastic processes
(

(Z̃N
t )t∈[0,t0]

)
N∈N

converges

σ(M)-mixing in finite dimensional distributions to the process (Zt)t≥0, i.e., for any n ∈ N and any

t1, . . . , tn ∈ [0, t0], the (Rn,B(Rn))-valued random elements (Z̃N
t1 , . . . , Z̃

N
tn) converge σ(M)-mixing

to (Zt1 , . . . , Ztn).

Proof. By Lemma 3.6, conditionally on M, we have a sequence of Gaussian stochastic processes(
(Z̃N

t )t∈[0,t0]

)
N∈N

with continuous paths whose mean functions and covariance functions converge

to those of the process (Zt)t∈[0,t0]. Therefore, conditionally on M, all finite dimensional marginal

distributions of processes (Z̃N
t )t∈[0,t0] converge to those of the process (Zt)t≥0.

Lemma 3.8. In the setting of Theorem 2.1 (i), the sequence of processes
(
(XN

t )t∈[0,t0]
)
N∈N

converges σ(M)-mixing in finite dimensional distributions to the process (Zt)t∈[0,t0].

Proof. Since, by Lemma 3.7, the sequence of processes
(

(Z̃N
t )t∈[0,t0]

)
N∈N

converges σ(M)-mixing

in finite dimensional distributions to the process (Zt)t∈[0,t0], it is enough to show that for any
ε > 0, any n ∈ N and any t1, . . . , tn ∈ [0, t0]

P
(∥∥∥(XN

t1 , . . . , X
N
tn) − (Z̃N

t1 , . . . , Z̃
N
tn)
∥∥∥
Rn

> ε
)
−→ 0, N → ∞,

and to apply Theorem 3.7 (a) of [9]. By Markov’s inequality, Lemma 3.2 and Lemma 3.3, we
have

P
(∥∥∥(XN

t1 , . . . , X
N
tn) − (Z̃N

t1 , . . . , Z̃
N
tn)
∥∥∥
Rn

> ε
)

≤ 1

ε2
E
[∥∥∥(XN

t1 , . . . , X
N
tn) − (Z̃N

t1 , . . . , Z̃
N
tn)
∥∥∥2
Rn

]
≤ 2

ε2

n∑
j=1

(
E
[
|XN

tj − X̃N
tj |

2
]

+ E
[
|X̃N

tj − Z̃N
tj |

2
])

≤ 2n

ε2

(
sup

t∈[0,t0]
E
[
|XN

t − X̃N
t |2
]

+ sup
t∈[0,t0]

E
[
|X̃N

t − Z̃N
t |2
])

−→ 0,

as N → ∞.

Let us now refine the previous result to the convergence of processes
(
(XN

t )t∈[0,t0]
)
N∈N to the

process (Zt)t∈[0,t0]. To this aim, we need the following preparatory result:
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Lemma 3.9. Fix N0 sufficiently large such that AN ≥ M for every N ≥ N0. Then, there is a
constant C > 0 such that for every 0 ≤ ϵ ≤ 1, N ≥ N0 and 0 ≤ s ≤ t ≤ t0

E
[
|X̃N

t − X̃N
s |2
]

≤ C

(
v(|t− s|) +

( 1

m∗
N

∫
(0,∞)

[
γ

y
1{0<y≤1} +

γϵ

y2−ϵ
1{y>1}

]
µN (dy)

)
|t− s|1+ϵ

)

Proof. Let 0 ≤ s ≤ t ≤ T . We write (cp. the proof of Lemma 3.3)

X̃N
t − X̃N

s

=
1

AN

N∑
k=1

βk,N

∫ t

s
Ũk,N
τ

(
1 − e−

AN
M

(t−τ)
)
dτ

+
1

AN

N∑
k=1

βk,N

∫ s

0
Ũk,N
τ

(
e−

AN
M

(s−τ) − e−
AN
M

(t−τ)
)
dτ

= (I) + (II)

By standard calculations, making use of (16),

E[|(I)|2]

=

(
2σ

γA2
N

N∑
k=1

β2
k,N

)∫ t

s

∫ τ

s

∫
(0,∞)

e−γy(τ−ρ)

y
(1 − e−

AN
M

(t−ρ))

×(1 − e−
AN
M

(t−τ))µN (dy)dρdτ

≤

(
2σ

γA2
N

N∑
k=1

β2
k,N

)∫ t

s

∫
(0,∞)

∫ τ

s

e−γy(τ−ρ)

y
dρµN (dy) dτ

=

(
2σ

γ2A2
N

N∑
k=1

β2
k,N

)∫ t

s

∫
(0,∞)

(1 − e−γy(τ−s))y−2 µN (dy) dτ

=

(
2σ

γ2A2
N

N∑
k=1

β2
k,N

)∫ t−s

0

∫
(0,∞)

(1 − e−γyτ )y−2 µN (dy) dτ

=

(
2σm∗

N

γ2A2
N

N∑
k=1

β2
k,N

)∫ t−s

0

eN (τ)

m∗
N

dτ ≤

(
2σm∗

N

γ2A2
N

N∑
k=1

β2
k,N

)
v(|t− s|).

(28)

For the estimate of (II), we fix some 0 ≤ ϵ ≤ 1 and assume that AN ≥ M . Moreover, we
abbreviate

g(t, s; τ) = e−
AN
M

(s−τ) − e−
AN
M

(t−τ)
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Then,

E[|(II)|2]

=

(
2σ

γA2
N

N∑
k=1

β2
k,N

)∫ s

0

∫
(0,∞)

∫ τ

0

e−γy(τ−ρ)

y
g(t, s; ρ)dρµN (dy) g(t, s; τ) dτ

Now, ∫ τ

0

e−γy(τ−ρ)

y
g(t, s; ρ)dρ

=
1

y(γy + AN
M )

(
e−

AN
M

(s−τ) − e−
AN
M

(t−τ) + (e−
AN
M

t − e−
AN
M

s)e−γyτ
)

≤ 1

y(γy + AN
M )

(
e−

AN
M

(s−τ) − e−
AN
M

(t−τ)
)1−ϵ (

e−
AN
M

(s−τ) − e−
AN
M

(t−τ)
)ϵ

≤ 1

y

1

(γy + AN
M )ϵ

1

(γy + AN
M )1−ϵ

(
e−

AN
M

(s−τ) − e−
AN
M

(t−τ)
)ϵ

≤
(

M

yAN
1{0<y≤1} +

M ϵ

y2−ϵγ1−ϵAϵ
N

1{y>1}

)(
e−

AN
M

(s−τ) − e−
AN
M

(t−τ)
)ϵ

≤
(

1

y
1{0<y≤1} +

1

y2−ϵγ1−ϵ
1{y>1}

)(
M

AN

(
e−

AN
M

(s−τ) − e−
AN
M

(t−τ)
))ϵ

≤
(

1

y
1{0<y≤1} +

1

y2−ϵγ1−ϵ
1{y>1}

)
|t− s|ϵ.

Hence,

E[|(II)|2]

≤

(
2σ

γA2
N

N∑
k=1

β2
k,N

) ∫
(0,∞)

[
1

y
1{0<y≤1} +

1

y2−ϵγ1−ϵ
1{y>1}

]
µN (dy)


×
(∫ s

0
g(t, s, τ)dτ

)
|t− s|ϵ

Noting that ∫ s

0
g(t, s, τ)dτ ≤ M

AN

(
1 − e−

AN
M

(t−s)
)
≤ |t− s|,

we finally obtain

E[|(II)|2] ≤

(
2σm∗

N

γA2
N

N∑
k=1

β2
k,N

)

×

 1

m∗
N

∫
(0,∞)

[
1

y
1{0<y≤1} +

1

y2−ϵγ1−ϵ
1{y>1}

]
µN (dy)

 |t− s|1+ϵ.
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Noting that the factor m∗
NA−2

N

∑N
k=1 β

2
k,N is bounded in N by Assumption 2.6, the proof is

finished.

Lemma 3.10. Let X be the space of continuous functions C[0, t0] endowed with its Borel σ-field
B(X ). In the setting of Theorem 2.1 (ii), the sequence of processes

(
(XN

t )t∈[0,t0]
)
N∈N, consid-

ered as (X ,B(X ))-valued random elements, converges σ(M)-mixing in distribution to the process
(Zt)t∈[0,t0].

Proof. Note that each process (XN
t )t∈[0,t0], N ∈ N, as well as each process (X̃N

t )t∈[0,t0], N ∈ N,
has continuous paths as (a part of) a solution of a multidimensional linear in a narrow sense
stochastic differential equation driven by a (multidimensional) Wiener process. Further, let us

first show that the sequence of processes
(

(X̃N
t )t∈[0,t0]

)
N∈N

is tight in X . By Corollary 14.9

of [12], it is enough to check that (X̃N
0 )N∈N is tight in R and E

[
|X̃N

t − X̃N
s |q
]
≤ C|t − s|p for

some p > 1, q, C > 0 not depending on N . Recall that X̃N
0 = 0 for all N ∈ N, hence (X̃N

0 )N∈N is
tight.

Consider the setting of Assumption 2.4 (i). We have by Lemma 3.9 (with ε, ϵ and N0 as in
Assumption 2.4 (i))

E
[
|X̃N

t − X̃N
s |2
]
≤ C|t− s|1+ϵ∧ε, t, s ∈ [0, t0], N > N0.

Hence, the family
(

(X̃N
t )t∈[0,t0]

)
N∈N

is tight in X .

In the setting of Assumption 2.4 (ii), we have by Lemma 3.9 with ϵ := 0

E
[
|X̃N

t − X̃N
s |2
]
≤ C|t− s|, t, s ∈ [0, t0], N > N0.

Since, in the setting of Assumption 2.4 (ii), X̃N
t − X̃N

s is Gaussian (and not only conditionally
Gaussian as in the case of random masses mk,N ), we get,

E
[
|X̃N

t − X̃N
s |4
]
≤ 3C2|t− s|2.

Therefore, the family
(

(X̃N
t )t∈[0,t0]

)
N∈N

is again tight in X .

Further, it follows from the proof of Lemma 3.8 that the sequence of stochastic processes(
(X̃N

t )t∈[0,t0]

)
N∈N

converges σ(M)-mixing in finite dimensional distributions to the process (Zt)t∈[0,t0].

Therefore, the processes
(

(X̃N
t )t∈[0,t0]

)
N∈N

converge to the process (Zt)t∈[0,t0] σ(M)-mixing in

distribution by Proposition 3.9 of [9].
Moreover, we have for any ε > 0 by Markov’s inequality

P
(∥∥∥XN − X̃N

∥∥∥
C([0,t0])

> ε

)
≤ 1

ε2
E
[∥∥∥XN − X̃N

∥∥∥2
C([0,t0])

]
=

1

ε2
E

[
sup

t∈[0,t0]

∣∣∣XN
t − X̃N

t

∣∣∣2] −→ 0, N → ∞,
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by Lemma 3.2. Therefore, the sequence of processes
(
(XN

t )t∈[0,t0]
)
N∈N converges σ(M)-mixing

in distribution to the process (Zt)t∈[0,t0] by Theorem 3.7 (a) of [9]. In particular, the sequence of

processes
(
(XN

t )t∈[0,t0]
)
N∈N converges to the process (Zt)t∈[0,t0] in distribution (cp. Remark 3.1).
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